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Preface

Welcome to the Sixth Edition

The sixth edition of Accounting Information Systems includes a full range of new and
revised homework assignments, up-to-date content changes, as well as several reorga-
nized chapters. All of these changes add up to more student and instructor enhancements
than ever before. As this preface makes clear, we have made these changes to keep stu-
dents and instructors as current as possible on issues such as business processes, systems
development methods, IT governance and strategy, security, internal controls, and rel-
evant aspects of Sarbanes-Oxley legislation.

Focus and Flexibility in Designing
Your AIS Course

Among accounting courses, accounting information systems (AIS) courses tend to be the
least standardized. Often the objectives, background, and orientation of the instructor,
rather than adherence to a standard body of knowledge, determines the direction the AIS
course takes. Therefore, we have designed this text for maximum flexibility:

e This textbook covers a full range of AIS topics to provide instructors with flexibility
in setting the direction and intensity of their courses.

e At the same time, for those who desire a structured model, the first nine chapters of
the text, along with the chapters on electronic commerce and computer controls, pro-
vide what has proven to be a successful template for developing an AIS course.

e Earlier editions of this book have been used successfully in introductory, advanced,
and graduate-level AIS courses.

e The topics in this book are presented from the perspective of the managers’ and
accountants’ AIS-related responsibilities under the Sarbanes-Oxley Act.

e While the book was written primarily to meet the needs of accounting majors about
to enter the modern business world, we have also developed it to be an effective text
for general business and industrial engineering students who seek a thorough under-
standing of AIS and internal control issues as part of their professional education.

Key Features

Conceptual Framework

This book employs a conceptual framework to emphasize the professional and legal
responsibility of accountants, auditors, and management for the design, operation,
and control of AIS applications. This responsibility pertains to business events that are
narrowly defined as financial transactions. Systems that process nonfinancial transac-
tions are not subject to the new standards of internal control under Sarbanes-Oxley
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legislation. Supporting the information needs of all users in a modern organization,
however, requires systems that integrate both accounting and nonaccounting functions.
While providing the organization with unquestioned benefit, a potential consequence
of such integration is a loss of control due to the blurring of the lines that tradition-
ally separate AIS from non-AlIS functions. The conceptual framework presented in this
book distinguishes AIS applications that are legally subject to specific internal control
standards.

Evolutionary Approach

Over the past 50 years, accounting information systems have been represented by a num-
ber of different approaches or models. Each new model evolved because of the shortcom-
ings and limitations of its predecessor. An interesting feature in this evolution is that
older models are not immediately replaced by the newest technique. Thus, at any point
in time, various generations of legacy systems exist across different organizations and
often coexist within a single enterprise. The modern accountant needs to be familiar with
the operational characteristics of all AIS approaches that he or she is likely to encounter.
Therefore, this book presents the salient aspects of five models that relate to both legacy
and state-of-the-art systems:

manual processes

flat-file systems

the database approach

the resources, events, and agents (REA) model
enterprise resource planning (ERP) systems

AL

Emphasis on Internal Controls

The book presents a conceptual model for internal control based on COSO and State-
ment on Auditing Standards (SAS) No. 78. This model is used to discuss control issues
for both manual processes and computer-based information systems (CBIS). Three chapters
(Chapters 15, 16 and 17) are devoted to the control of CBIS. Special emphasis is given to
the following areas:

° computer operating systems

e database management systems

e electronic data interchange (EDI)

e electronic commerce systems

e ERP systems

* systems development and program change processes
e the organization of the computer function

e the security of data processing centers

e verifying computer application integrity
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Exposure to Systems Design and Documentation Tools

The book examines various approaches and methodologies used in systems analysis and
design, including the following:

e structured design

®  object-oriented design

e computer-aided software engineering (CASE)
® prototyping

In conjunction with these general approaches, professional systems analysts and program-
mers use a number of documentation techniques to specify the key features of systems.
The modern auditor works closely with systems professionals during IT audits and must
learn to communicate in their language. The book deals extensively with documentation
techniques such as data flow diagrams (DFDs), entity relationship diagrams (ERDs), as
well as system, program, and document flowcharts. The book contains numerous systems
design and documentation cases and assignments intended to develop the students’ com-
petency with these tools.

Significant Changes in the Sixth Edition

Chapter 4, “The Revenue Cycle”; Chapter § “The Expenditure Cycle
Part I: Purchases and Cash Disbursements Procedures”; Chapter 6,
“The Expenditure Cycle Part 11: Payroll Processing and Fixed Asset

Procedures”

The end-of-chapter material to these chapters has been significantly revised. This entailed
the creation of many new multiple-choice questions and problems. In particular, great
attention was given to internal control case solutions to ensure that they were consistent
in appearance and accurately reflect the cases in the text. In the 6th edition all case solu-
tion flowcharts are numerically coded and cross referenced to text that explains the inter-
nal control issues. This approach, which has been classroom tested, facilitates effective
presentation of internal control case materials.

Chapter 7, “The Conversion Cycle”

This chapter has been completely rewritten to include issues, techniques, and technol-
ogies pertinent to the popular philosophy of lean manufacturing. The revised chapter
presents the key features of two alternative cost accounting models: (1) activity-based
costing (ABC) and (2) value stream accounting. The latter is gaining acceptance as a supe-
rior accounting technique for lean manufacturing companies.

Chapter 9, “Database Management Systems”

The body of this chapter has been revised to better integrate traditional data model-
ing techniques with REA modeling, which is discussed in Chapter 10. This integration

Xix
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facilitates distinguishing the modeling techniques that are unique to each approach while
avoiding redundant treatment of issues that they have in common. The chapter appendix
provides a new and easy-to-understand, business-based data normalization example.

Chapter 10, “The REA Approach to Database Modeling”

This is an entirely new chapter on REA data modeling. The chapter begins by present-
ing the theoretical REA model, which is based on an economic exchange. This model is
then developed step by step into functional databases for revenue and expenditure cycle
applications.

Chapter 11, “Enterprise Resource Planning Systems”

The significant change to this chapter is a revised appendix that presents the key features
of the leading large-scale, midsized, and small business ERP systems.

Chapter 12, “Electronic Commerce Systems”

This chapter was revised to emphasize the growing and changing threats from denial of
service Dos attacks. While such attacks can be aimed at any type of website, they are par-
ticularly devastating to business entities that are prevented from receiving and processing
business transactions from their customers. Three common types of DOS attacks—SYN
flood, smurf, and distributed denial of service (DDOS)—are discussed.

Organization and Content

Part I: Overview of Accounting Information Systems

Chapter 1, “The Information System: An Accountant’s Perspective”

This chapter places the subject of accounting information systems in perspective for
accountants. It is divided into four major sections, each dealing with a different aspect of
information systems.

e The first section explores the information environment of the firm. It introduces basic
systems concepts, identifies the types of information used in business, and describes
the flows of information through an enterprise. This section also presents a frame-
work for viewing accounting information systems in relation to other information
systems components.

e The second section of the chapter deals with the impact of organizational structure
on AIS. The centralized and distributed models are used to illustrate extreme cases in
point.

e The third section reviews the evolution of information systems models. Accounting
information systems have been represented by a number of different approaches or
models. Five dominant models are examined: manual processes; flat-file systems;
the database approach; the resources, events, agents (REA) model; and enterprise
resource planning (ERP) systems.
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e The final section discusses the role of accountants as users, designers, and auditors of
AIS. The nature of the responsibilities shared by accountants and computer profes-
sionals for developing AIS applications are examined.

Chapter 2, “Introduction to Transaction Processing”

The second chapter expands on the subject of transaction cycles introduced in Chapter 1.
While the operational details of specific transaction cycles are covered in subsequent
chapters, this chapter presents material that is common to all cycles. Topics covered
include:

e the relationship between source documents, journals, ledgers, and financial state-
ments in both manual and computer-based systems;

e system documentation techniques, such as data flow diagrams, entity relationship
(ER) diagrams, document systems, and program flowcharts; and

e data processing techniques, including batch and real-time processing.

The techniques and approaches presented in this chapter are applied to specific business
cycle applications in later chapters. The chapter is supported by material in the appendix
and on the website.

Chapter 3, “Ethics, Fraud, and Internal Control”
Chapter 3 deals with the related topics of ethics, fraud, and internal control.

e The chapter first examines ethical issues related to business and specifically to com-
puter systems. The questions raised are intended to stimulate class discussions.

e The chapter then addresses the subject of fraud. There is perhaps no area of greater
controversy for accountants than their responsibility to detect fraud. Part of the prob-
lem stems from confusion about what constitutes fraud. This section distinguishes
between management fraud and employee fraud. The chapter presents techniques for
identifying unethical and dishonest management and for assessing the risk of man-
agement fraud. Employee fraud can be prevented and detected by a system of internal
controls. The section discusses several fraud techniques that have been perpetrated
in both manual and computer-based environments. The results of a research study
conducted by the Association of Certified Fraud Examiners as well as the provisions
of the Sarbanes-Oxley Act are presented.

e The final section of the chapter describes the internal control structure and control
activities specified in SAS 78 and the COSO framework. The control concepts dis-
cussed in this chapter are applied to specific applications in chapters that follow.

Part II: Transaction Cycles and Business Processes

Chapters 4, 5, and 6, The Revenue and Expenditure Cycles

The approach taken in all three chapters is similar. First, the business cycle is reviewed
conceptually using data flow diagrams to present key features and control points of each
major subsystem. At this point the reader has the choice of either continuing within the

xxi
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context of a manual environment or moving directly to computer-based examples. Each
system is examined under two alternative technological approaches:

e  First examined is automation, which preserves the basic functionality by replacing
manual processes with computer programs.

e Next, each system is reengineered to incorporate real-time technology.

Under each technology, the effects on operational efficiency and internal controls are
examined. This approach provides the student with a solid understanding of the business
tasks in each cycle and an awareness of how different technologies influence changes in
the operation and control of the systems.

Chapter 7, “The Conversion Cycle”

Manufacturing systems represent a dynamic aspect of AIS. Chapter 7 discusses the tech-
nologies and techniques used in support of two alternative manufacturing environments:

e traditional mass production (batch) processing
* lean manufacturing

These environments are driven by information technologies such as materials require-
ments planning (MRP), manufacturing resources planning (MRP II), and enterprise
resource planning (ERP). The chapter addresses the shortcomings of the traditional cost
accounting model as it compares to two alternative models: activity-based costing (ABC)
and value stream accounting.

Chapter 8, “Financial Reporting and Management Reporting Systems”

Chapter 8 begins with a review of data coding techniques used in transaction processing
systems and for general ledger design. It explores several coding schemes and their respective
advantages and disadvantages. Next it examines the objectives, operational features, and
control issues of three related systems: the general ledger system (GLS), the financial report-
ing system (FRS), and the management reporting system (MRS). The emphasis is on opera-
tional controls and the use of advanced computer technology to enhance efficiency in each of
these systems. The chapter distinguishes the MRS from the FRS in one key respect: financial
reporting is mandatory and management reporting is discretionary. Management reporting
information is needed for planning and controlling business activities. Organization manage-
ment implements MRS applications at their discretion, based on internal user needs.

The chapter examines a number of factors that influence and shape information
needs. These include management principles, decision type and management level, prob-
lem structure, reports and reporting methods, responsibility reporting, and behavioral
issues pertaining to reporting.

Part III: Advanced Technologies in Accounting Information
Chapter 9, “Database Management Systems”
Chapter 9 deals with the design and management of an organization’s data resources.

e It begins by demonstrating how problems associated with traditional flat-file systems
are resolved under the database approach.
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The second section describes in detail the functions and relationships among four
primary elements of the database environment: the users, the database management
system (DBMS), the database administrator (DBA), and the physical database.

The third section is devoted to an in-depth explanation of the characteristics of the
relational model. A number of database design topics are covered, including data
modeling, deriving relational tables from ER diagrams, the creation of user views,
and data normalization techniques.

The fourth section concludes the chapter with a discussion of distributed database
issues. It examines three possible database configurations in a distributed environ-
ment: centralized, partitioned, and replicated databases.

Chapter 10, “The REA Approach to Database Modeling”

Chapter 10 presents the REA model as a means of specifying and designing accounting
information systems that serve the needs of all users within an organization. The chapter
is composed of the following major sections.

It begins by defining the key elements of REA. The basic model employs a unique form
of ER diagram called an REA diagram that consists of three entity types (resources,
events, and agents) and a set of associations linking them.

Next the rules for developing an REA diagram are explained and illustrated in detail.
An important aspect of the model is the concept of economic duality, which specifies
that each economic event must be mirrored by an associated economic event in the
opposite direction.

The chapter goes on to illustrate the development of an REA database for a hypo-
thetical firm following a multistep process called view modeling. The result of this
process is an REA diagram for a single organizational function.

The next section in the chapter explains how multiple REA diagrams (revenue cycle,
purchases, cash disbursements, and payroll) are integrated into a global or enterprise-
wide model. The enterprise model is then implemented into a relational database
structure, and user views are constructed.

The chapter concludes with a discussion of how REA modeling can improve com-
petitive advantage by allowing management to focus on the value-added activities of
their operations.

Chapter 11, “Enterprise Resource Planning Systems”

This chapter presents a number of issues related to the implementation of enterprise
resource planning (ERP) systems. It is composed of five major sections.

The first section outlines the key features of a generic ERP system by comparing the
function and data storage techniques of a traditional flat-file or database system to
that of an ERP.

The second section describes various ERP configurations related to servers, databases,
and bolt-on software.

xxiii
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Data warehousing is the topic of the third section. A data warehouse is a relational
or multidimensional database that supports online analytical processing (OLAP).
A number of issues are discussed, including data modeling, data extraction from
operational databases, data cleansing, data transformation, and loading data into the
warehouse.

The fourth section examines risks associated with ERP implementation. These include
“big bang” issues, opposition to change within the organization, choosing the wrong
ERP model, choosing the wrong consultant, cost overrun issues, and disruptions to
operations. The fifth section reviews several control and auditing issues related to
ERPs. The discussion follows the SAS 78 framework.

The chapter appendix provides a review of the leading ERP software products includ-
ing SAP, Oracle E-Business Suite, Oracle | PeopleSoft, J]D Edwards, EnterpriseOne,
SoftBrands, MAS 500, and Microsoft Dynamics.

Chapter 12, “Electronic Commerce Systems”

Driven by the Internet revolution, electronic commerce is dramatically expanding and
undergoing radical changes. While electronic commerce promises enormous opportuni-
ties for consumers and businesses, its effective implementation and control are urgent
challenges facing organization management and accountants. To properly evaluate the
potential exposures and risks in this environment, the modern accountant must be famil-
iar with the technologies and techniques that underlie electronic commerce. This chapter
and the associated appendix deal with several aspects of electronic commerce.

The body of the chapter examines Internet commerce including business-to-consumer
and business-to-business relationships. It presents the risks associated with electronic
commerce and reviews security and assurance techniques used to reduce risk and to
promote trust.

The chapter concludes with a discussion of how Internet commerce impacts the
accounting and auditing profession. The internal usage of networks to support dis-
tributed data processing and traditional business-to-business transactions conducted
via EDI systems are presented in the appendix.

Part IV: Systems Development Activities

Chapter 13, “Managing the Systems Development Life Cycle” and
Chapter 14, “Construct, Deliver, and Maintain Systems Projects”
These chapters examine the accountant’s role in the systems development process.

Chapter 13 begins with an overview to the systems development life cycle (SDLC).
This multistage process guides organization management through the development
and/or purchase of information systems.

Next, Chapter 13 presents the key issues pertaining to developing a systems strategy,
including its relationship to the strategic business plan, the current legacy situation,
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and feedback from the user community. The chapter provides a methodology for
assessing the feasibility of proposed projects and for selecting individual projects to
go forward for construction and delivery to their users. The chapter concludes by
reviewing the role of accountants in managing the SDLC.

e Chapter 14 covers the many activities associated with in-house development, which
fall conceptually into two categories: (1) construct the system and (2) deliver the
system. Through these activities, systems selected in the project initiation phase (dis-
cussed in Chapter 13) are designed in detail and implemented. This involves creating
input screen formats, output report layouts, database structures, and application logic.
Finally, the completed system is tested, documented, and rolled out to the user.

*  Chapter 14 then examines the increasingly important option of using commercial
software packages. Conceptually, the commercial software approach also consists of
construct and delivery activities. In this section we examine the pros, cons, and issues
involved in selecting off-the-shelf systems.

e Chapter 14 also addresses the important activities associated with systems maintenance
and the associated risks that are important to management, accountants, and auditors.

e Several comprehensive cases designed as team-based systems development projects
are available on the website. These cases have been used effectively by groups of
three or four students working as a design team. Each case has sufficient details to
allow analysis of user needs, preparation of a conceptual solution, and the develop-
ment of a detailed design, including user views (input and output), processes, and
databases.

Part V: Computer Controls and Auditing
Chapter 15, “IT Controls Part I: Sarbanes-Oxley and IT Governance”

This chapter provides an overview of management and auditor responsibilities under
Sections 302 and 404 of the Sarbanes-Oxley Act (SOX). The design, implementation,
and assessment of internal control over the financial reporting process form the central
theme for this chapter and the two chapters that follow. This treatment of internal con-
trol complies with the Committee of Sponsoring Organizations of the Treadway Commis-
sion (COSO) control framework. Under COSO, IT controls are divided into application
controls and general controls. Chapter 15 presents risks, controls, and tests of controls
related to IT governance including organizing the IT function, controlling computer cen-
ter operations, and designing an adequate disaster recovery plan.

Chapter 16, “IT Controls Part 11: Security and Access”

Chapter 16 continues the treatment of IT controls as described by the COSO control
framework. The focus of the chapter is on SOX compliance regarding the security and
control of operating systems, database management systems, and communication net-
works. This chapter examines the risks, controls, audit objectives, and tests of controls
that may be performed to satisfy either compliance or attest responsibilities.

XXV
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Chapter 17, “IT Controls Part 111: Systems Development,
Program Changes, and Application Controls”

This chapter concludes our treatment of IT controls as outlined in the COSO control
framework. The focus of the chapter is on SOX compliance regarding systems develop-
ment, program changes, and applications controls. This chapter examines the risks, con-
trols, audit objectives, and tests of controls that may be performed to satisfy compliance
or attest responsibilities. The chapter examines five computer-assisted audit tools and
techniques (CAATT) for testing application controls:

e the test data method

®  base case system evaluation
® tracing

* integrated test facility

® parallel simulation

It also reviews two substantive testing techniques: embedded audit modules and general-
ized audit software.

Supplements
Product Website

Additional teaching and learning resources, including access to additional internal con-
trol and systems development cases, are available by download from the book’s website
at http://academic.cengage.com.

PowerPoint® Slides

The PowerPoint® slides, prepared and completely updated by Patrick Wheeler of the
University of Missouri, provide colorful lecture outlines of each chapter of the text, incor-
porating text graphics and flowcharts where needed. The PPT is available for download
from the text website.

Test Bank

The Test Bank, available in Word and written and updated by the text author, contains
true/false, multiple-choice, short answer, and essay questions. The files are available for
download from the text website.

Solutions Manual

e Solutions Manual, written e author, contains solutions to all end-of-chapter
The Solut M [, written by the author, t lut to all end-of-chapt
problems and cases. Adopting instructors may download the Solutions Manual under
password protection at the Instructor’s Resource page of the book’s website.
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Chapter 1

The Information System: An
Accountant’s Perspective

LEARNING OBJECTIVES

After studying this chapter,
you should:

e Understand the primary information
flows within the business
environment.

e Understand the difference between
accounting information systems and
management information systems.

e  Understand the difference between a
financial transaction and a
nonfinancial transaction.

e Know the principal features of
the general model for information
systems.

e Be familiar with the functional areas
of a business and their principal
activities.

e Understand the stages in the
evolution of information systems.

e Understand the relationship between
external auditing, internal auditing,
and IT auditing.

nlike many other accounting subjects, such as interme-

diate accounting, accounting information systems (AIS)

lacks a well-defined body of knowledge. Much contro-

versy exists among college faculty as to what should
and should not be covered in the AIS course. To some extent,
however, the controversy is being resolved through recent
legislation. The Sarbanes-Oxley Act (SOX) of 2002 established new
corporate governance regulations and standards for public com-
panies registered with the Securities and Exchange Commission
(SEC). This wide-sweeping legislation impacts public companies,
their management, and their auditors. Of particular importance
to AIS students is SOX’s impact on internal control standards and
related auditing procedures. Whereas SOX does not define the
entire content of the AIS course, it does identify critical areas of
study for accountants that need to be included in it. These topics
and more are covered in several chapters of this text.

The purpose of this chapter is to place the subject of
accounting information systems in perspective for accountants.
Toward this end, the chapter is divided into four major sections,
each dealing with a different aspect of information systems. The
first section explores the information environment of the firm. It
introduces basic systems concepts, identifies the types of infor-
mation used in business, and describes the flows of information
through an organization. This section also presents a framework
for viewing accounting information systems in relation to other
information systems components. The second section of the
chapter deals with the impact of organizational structure on AIS.
Here we examine the business organization as a system of func-
tional areas. The accounting function plays an important role as
the purveyor of financial information for the rest of the organization.
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The third section reviews the evolution of information systems. Over the years, AIS has been
represented by a number of different approaches or models. Five AIS models are examined. The
final section discusses the role of accountants as users, designers, and auditors of AIS.

The Information Environment

We begin the study of AIS with the recognition that information is a business resource.
Like the other business resources of raw materials, capital, and labor, information is vital
to the survival of the contemporary business organization. Every business day, vast quan-
tities of information flow to decision makers and other users to meet a variety of internal
needs. In addition, information flows out from the organization to external users, such
as customers, suppliers, and stakeholders who have an interest in the firm. Figure 1-1 pre-
sents an overview of these internal and external information flows.

The pyramid in Figure 1-1 shows the business organization divided horizontally
into several levels of activity. Business operations form the base of the pyramid. These
activities consist of the product-oriented work of the organization, such as manufactur-
ing, sales, and distribution. Above the base level, the organization is divided into three
management tiers: operations management, middle management, and top management.
Operations management is directly responsible for controlling day-to-day operations.
Middle management is accountable for the short-term planning and coordination of
activities necessary to accomplish organizational objectives. Top management is respon-
sible for longer-term planning and setting organizational objectives. Every individual
in the organization, from business operations to top management, needs information to
accomplish his or her tasks.

Notice in Figure 1-1 how information flows in two directions within the organiza-
tion: horizontally and vertically. The horizontal flow supports operations-level tasks
with highly detailed information about the many business transactions affecting the firm.

FIGURE 1-1 Internal and External Flows of Information

Top
Management

Stakeholders

Middle
Management

Operations
Management

Operations Personnel

———-

Day-to-Day Operations Information
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This includes information on events such as the sale and shipment of goods, the use of
labor and materials in the production process, and internal transfers of resources from
one department to another. The vertical flow distributes summarized information about
operations and other activities upward to managers at all levels. Management uses this
information to support its various planning and control functions. Information also flows
downward from senior managers to junior managers and operations personnel in the
form of instructions, quotas, and budgets.

A third flow of information depicted in Figure 1-1 represents exchanges between the
organization and users in the external environment. External users fall into two groups:
trading partners and stakeholders. Exchanges with trading partners include customer
sales and billing information, purchase information for suppliers, and inventory receipts
information. Stakeholders are entities outside (or inside) the organization with a direct or
indirect interest in the firm. Stockholders, financial institutions, and government agencies
are examples of external stakeholders. Information exchanges with these groups include
financial statements, tax returns, and stock transaction information. Inside stakeholders
include accountants and internal auditors.

All user groups have unique information requirements. The level of detail and the
nature of the information they receive differ considerably. For example, managers cannot
use the highly detailed information needed by operations personnel. Management infor-
mation is thus more summarized and oriented toward reporting on overall performance
and problems rather than routine operations. The information must identify potential
problems in time for management to take corrective action. External stakeholders, on
the other hand, require information very different from that of management and opera-
tions users. Their financial statement information, based on generally accepted account-
ing principles (GAAP), is accrual based and far too aggregated for most internal uses.

What Is a System?

For many, the term system generates mental images of computers and programming.
In fact, the term has much broader applicability. Some systems are naturally occurring,
whereas others are artificial. Natural systems range from the atom—a system of electrons,
protons, and neutrons—to the universe—a system of galaxies, stars, and planets. All life
forms, plant and animal, are examples of natural systems. Artificial systems are man-
made. These systems include everything from clocks to submarines and social systems to
information systems.

Elements of a System
Regardless of their origin, all systems possess some common elements. To specify:

A system is a group of two or more interrelated components or subsystems that serve a
common purpose.

Let’s analyze the general definition to gain an understanding of how it applies to busi-
nesses and information systems.

Multiple Components. A system must contain more than one part. For example, a
yo-yo carved from a single piece of wood and attached to a string is a system. Without
the string, it is not a system.

Relatedness. A common purpose relates the multiple parts of the system. Although each
part functions independently of the others, all parts serve a common objective. If a particular
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component does not contribute to the common goal, then it is not part of the system. For
instance, a pair of ice skates and a volleyball net are both components. They lack a com-
mon purpose, however, and thus do not form a system.

System versus Subsystem. The distinction between the terms system and subsystem is
a matter of perspective. For our purposes, these terms are interchangeable. A system is
called a subsystem when it is viewed in relation to the larger system of which it is a part.
Likewise, a subsystem is called a system when it is the focus of attention. Animals, plants,
and other life forms are systems. They are also subsystems of the ecosystem in which they
exist. From a different perspective, animals are systems composed of many smaller sub-
systems, such as the circulatory subsystem and the respiratory subsystem.

Purpose. A system must serve at least one purpose, but it may serve several. Whether a
system provides a measure of time, electrical power, or information, serving a purpose is its
fundamental justification. When a system ceases to serve a purpose, it should be replaced.

An Example of an Artificial System

An automobile is an example of an artificial system that is familiar to most of us and that
satisfies the definition of a system provided previously. To simplify matters, let’s assume
that the automobile system serves only one purpose: providing conveyance. To do so
requires the harmonious interaction of hundreds or even thousands of subsystems. For
simplicity, Figure 1-2 depicts only a few of these.

In the figure, two points are illustrated of particular importance to the study of
information systems: system decomposition and subsystem interdependency.

m Primary Subsystem of an Automobile
Automobile
I
I I I I
Fuel Propulsion Electrical Brake
System System System System
; ; Brake
— Fuel Tank E — Light:
uel Tan ngine ights Pedal
Trans- - Master
— Fuel P —
uelrump mission Ignition Cylinder
| Fuel Injector Rear —  Radio Brake
Axle Lines
Wheels —  Battery Disk
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System Decomposition. Decomposition is the process of dividing the system into smaller
subsystem parts. This is a convenient way of representing, viewing, and understanding
the relationships among subsystems. By decomposing a system, we can present the overall
system as a hierarchy and view the relationships between subordinate and higher-level
subsystems. Each subordinate subsystem performs one or more specific functions to help
achieve the overall objective of the higher-level system. Figure 1-2 shows an automobile
decomposed into four primary subsystems: the fuel subsystem, the propulsion subsystem,
the electrical subsystem, and the braking subsystem. Each contributes in a unique way to
the system’s objective, conveyance. These second-level subsystems are decomposed fur-
ther into two or more subordinate subsystems at a third level. Each third-level subsystem
performs a task in direct support of its second-level system.

Subsystem Interdependency. A system’s ability to achieve its goal depends on the effec-
tive functioning and harmonious interaction of its subsystems. If a vital subsystem fails or
becomes defective and can no longer meet its specific objective, the overall system will fail to
meet its objective. For example, if the fuel pump (a vital subsystem of the fuel system) fails,
then the fuel system fails. With the failure of the fuel system (a vital subsystem of the auto-
mobile), the entire system fails. On the other hand, when a nonvital subsystem fails, the pri-
mary objective of the overall system can still be met. For instance, if the radio (a subsystem
of the electrical system) fails, the automobile can still convey passengers.

Designers of all types of systems need to recognize the consequences of subsystem failure
and provide the appropriate level of control. For example, a systems designer may provide
control by designing a backup (redundant) subsystem that comes into play when the primary
subsystem fails. Control should be provided on a cost-benefit basis. It is neither economi-
cal nor necessary to back up every subsystem. Backup is essential, however, when excessive
negative consequences result from a subsystem failure. Hence, virtually every modern auto-
mobile has a backup braking system, whereas very few have backup stereo systems.

Like automobile designers, information system designers need to identify critical sub-
systems, anticipate the risk of their failure, and design cost-effective control procedures
to mitigate that risk. As we shall see in subsequent chapters, accountants feature promi-
nently in this activity.

An Information Systems Framework

The information system is the set of formal procedures by which data are collected, pro-
cessed into information, and distributed to users.

Figure 1-3 shows the information system of a hypothetical manufacturing firm
decomposed into its elemental subsystems. Notice that two broad classes of systems
emerge from the decomposition: the accounting information system (AIS) and the man-
agement information system (MIS). We will use this framework to identify the domain of
AIS and distinguish it from MIS. Keep in mind that Figure 1-3 is a conceptual view; phys-
ical information systems are not typically organized into such discrete packages. More
often, MIS and AIS functions are integrated to achieve operational efficiency.

The distinction between AIS and MIS centers on the concept of a transaction, as illus-
trated by Figure 1-4. The information system accepts input, called transactions, which are
converted through various processes into output information that goes to users. Trans-
actions fall into two classes: financial transactions and nonfinancial transactions. Before
exploring this distinction, let’s first broadly define:

A transaction as an event that affects or is of interest to the organization and is processed
by its information system as a unit of work.
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This definition encompasses both financial and nonfinancial events. Because financial
transactions are of particular importance to the accountant’s understanding of informa-
tion systems, we need a precise definition for this class of transaction:

A financial transaction is an economic event that affects the assets and equities of the
organization, is reflected in its accounts, and is measured in monetary terms.

Sales of products to customers, purchases of inventory from vendors, and cash disburse-
ments and receipts are examples of financial transactions. Every business organization is
legally bound to correctly process these types of transactions.
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FIGURE 1-4 Transactions Processed by the Information System
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Nonfinancial transactions are events that do not meet the narrow definition of a
financial transaction. For example, adding a new supplier of raw materials to the list of
valid suppliers is an event that may be processed by the enterprise’s information system as
a transaction. Important as this information obviously is, it is not a financial transaction,
and the firm has no legal obligation to process it correctly—or at all.

Financial transactions and nonfinancial transactions are closely related and are
often processed by the same physical system. For example, consider a financial portfo-
lio management system that collects and tracks stock prices (nonfinancial transactions).
When the stocks reach a threshold price, the system places an automatic buy or sell
order (financial transaction). Buying high and selling low is not against the law, but it
is bad for business. Nevertheless, no law requires company management to design opti-
mal buy and sell rules into their system. Once the buy or sell order is placed, however,
the processing of this financial transaction must comply with legal and professional
guidelines.

The Accounting Information System

AIS subsystems process financial transactions and nonfinancial transactions that directly
affect the processing of financial transactions. For example, changes to customers’ names
and addresses are processed by the AIS to keep the customer file current. Although not
technically financial transactions, these changes provide vital information for processing
future sales to the customer.

The AIS is composed of three major subsystems: (1) the transaction processing system
(TPS), which supports daily business operations with numerous reports, documents, and
messages for users throughout the organization; (2) the general ledger/financial reporting
system (GL/FRS), which produces the traditional financial statements, such as the income
statement, balance sheet, statement of cash flows, tax returns, and other reports required
by law; and (3) the management reporting system (MRS), which provides internal manage-
ment with special-purpose financial reports and information needed for decision making
such as budgets, variance reports, and responsibility reports. We examine each of these
subsystems later in this chapter.

The Management Information System

Management often requires information that goes beyond the capability of AIS. As organiza-
tions grow in size and complexity, specialized functional areas emerge, requiring additional
information for production planning and control, sales forecasting, inventory warechouse
planning, market research, and so on. The management information system (MIS) processes
nonfinancial transactions that are not normally processed by traditional AIS. Table 1-1 gives
examples of typical MIS applications related to functional areas of a firm.
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TABLE 1-1 Examples of MIS Applications in Functional Areas

Function Examples of MIS Applications

Finance Portfolio Management Systems

Capital Budgeting Systems

Marketing Market Analysis
New Product Development

Product Analysis

Distribution Warehouse Organization and Scheduling
Delivery Scheduling
Vehicle Loading and Allocation Models

Personnel Human Resource Management Systems
« Job skill tracking system

« Employee benefits system

Why Is it Important to Distinguish between AIS and MIS?

SOX legislation requires that management design and implement internal controls over
the entire financial reporting process. This includes the financial reporting system, the
general ledger system, and the transaction processing systems that supply the data for
financial reporting. SOX further requires that management certify these controls and
that the external auditors express an opinion on control effectiveness. Because of the
highly integrative nature of modern information systems, management and auditors
need a conceptual view of the information system that distinguishes key processes and
areas of risk and legal responsibility from the other (nonlegally binding) aspects of the
system. Without such a model, critical management and audit responsibilities under
SOX may not be met.

AIS Subsystems

We devote separate chapters to an in-depth study of each AIS subsystem depicted in
Figure 1-3. At this point, we briefly outline the role of each subsystem.

Transaction Processing System

The transaction processing system (TPS) is central to the overall function of the informa-
tion system by converting economic events into financial transactions; recording financial
transactions in the accounting records (journals and ledgers); and distributing essential
financial information to operations personnel to support their daily operations.

The transaction processing system deals with business events that occur frequently. In
a given day, a firm may process thousands of transactions. To deal efficiently with such
volume, similar types of transactions are grouped together into transaction cycles. The
TPS consists of three transaction cycles: the revenue cycle, the expenditure cycle, and the
conversion cycle. Each cycle captures and processes different types of financial transactions.



10

Chapter 1 The Information System: An Accountant’s Perspective

Chapter 2 provides an overview of transaction processing. Chapters 4, 5, 6, and 7 examine
in detail the revenue, expenditure, and conversion cycles.

General Ledger/Financial Reporting Systems

The general ledger system (GLS) and the financial reporting system (FRS) are two closely
related subsystems. However, because of their operational interdependency, they are gen-
erally viewed as a single integrated system—the GL/FRS. The bulk of the input to the
GL portion of the system comes from the transaction cycles. Summaries of transaction
cycle activity are processed by the GLS to update the general ledger control accounts.
Other, less frequent events, such as stock transactions, mergers, and lawsuit settlements,
for which there may be no formal processing cycle in place, also enter the GLS through
alternate sources.

The financial reporting system measures and reports the status of financial resources
and the changes in those resources. The FRS communicates this information primarily to
external users. This type of reporting is called nondiscretionary because the organization
has few or no choices in the information it provides. Much of this information consists of
traditional financial statements, tax returns, and other legal documents.

Management Reporting System

The management reporting system (MRS) provides the internal financial information needed
to manage a business. Managers must deal immediately with many day-to-day business prob-
lems, as well as plan and control their operations. Managers require different information
for the various kinds of decisions they must make. Typical reports produced by the MRS
include budgets, variance reports, cost-volume-profit analyses, and reports using current
(rather than historical) cost data. This type of reporting is called discretionary reporting be-
cause the organization can choose what information to report and how to present it.

A General Model for AIS

Figure 1-5 presents the general model for viewing AIS applications. This is a general
model because it describes all information systems, regardless of their technological
architecture. The elements of the general model are end users, data sources, data collec-
tion, data processing, database management, information generation, and feedback.

End Users

End users fall into two general groups: external and internal. External users include
creditors, stockholders, potential investors, regulatory agencies, tax authorities,
suppliers, and customers. Institutional users such as banks, the SEC, and the Internal
Revenue Service (IRS) receive information in the form of financial statements, tax
returns, and other reports that the firm has a legal obligation to produce. Trading
partners (customers and suppliers) receive transaction-oriented information, including
purchase orders, billing statements, and shipping documents.

Internal users include management at every level of the organization, as well as
operations personnel. In contrast to external reporting, the organization has a great deal
of latitude in the way it meets the needs of internal users. Although there are some well-
accepted conventions and practices, internal reporting is governed primarily by what
gets the job done. System designers, including accountants, must balance the desires of
internal users against legal and economic concerns such as adequate control and secu-
rity, proper accountability, and the cost of providing alternative forms of information.
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Thus internal reporting poses a less structured and generally more difficult challenge than
external reporting.

Data versus Information. Before discussing the data sources portion of Figure 1-5, we
must make an important distinction between the terms data and information. Data are
facts, which may or may not be processed (edited, summarized, or refined) and have no
direct effect on the user. By contrast, information causes the user to take an action that
he or she otherwise could not, or would not, have taken. Information is often defined
simply as processed data. This is an inadequate definition. Information is determined by
the effect it has on the user, not by its physical form. For example, a purchasing agent
receives a daily report listing raw material inventory items that are at low levels. This
report causes the agent to place orders for more inventory. The facts in this report have
information content for the purchasing agent. However, this same report in the hands of
the personnel manager is a mere collection of facts, or data, causing no action and having
no information content.

We can see from this example that one person’s information is another person’s data.
Thus, information is not just a set of processed facts arranged in a formal report. Informa-
tion allows users to take action to resolve conflicts, reduce uncertainty, and make decisions.
We should note that action does not necessarily mean a physical act. For instance, a pur-
chasing agent who receives a report showing that inventory levels are adequate will respond
by ordering nothing. The agent’s action to do nothing is a conscious decision, triggered by
information and different from doing nothing because of being uninformed.

The distinction between data and information has pervasive implications for the
study of information systems. If output from the information system fails to cause users
to act, the system serves no purpose and has failed in its primary objective.

11
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Data Sources

Data sources are financial transactions that enter the information system from both internal
and external sources. External financial transactions are the most common source of data
for most organizations. These are economic exchanges with other business entities and
individuals outside the firm. Examples include the sale of goods and services, the pur-
chase of inventory, the receipt of cash, and the disbursement of cash (including payroll).
Internal financial transactions involve the exchange or movement of resources within
the organization. Examples include the movement of raw materials into work-in-process
(WIP), the application of labor and overhead to WIP, the transfer of WIP into finished
goods inventory, and the depreciation of plant and equipment.

Data Collection

Data collection is the first operational stage in the information system. The objective is
to ensure that event data entering the system are valid, complete, and free from material
errors. In many respects, this is the most important stage in the system. Should trans-
action errors pass through data collection undetected, the system may process the errors
and generate erroneous and unreliable output. This, in turn, could lead to incorrect
actions and poor decisions by the users.

Two rules govern the design of data collection procedures: relevance and efficiency.
The information system should capture only relevant data. A fundamental task of the sys-
tem designer is to determine what is and what is not relevant. He or she does so by ana-
lyzing the user’s needs. Only data that ultimately contribute to information (as defined
previously) are relevant. The data collection stage should be designed to filter irrelevant
facts from the system.

Efficient data collection procedures are designed to collect data only once. These data
can then be made available to multiple users. Capturing the same data more than once
leads to data redundancy and inconsistency. Information systems have limited collection,
processing, and data storage capacity. Data redundancy overloads facilities and reduces
the overall efficiency of the system. Inconsistency among redundant data elements can
result in inappropriate actions and bad decisions.

Data Processing

Once collected, data usually require processing to produce information. Tasks in the data
processing stage range from simple to complex. Examples include mathematical algo-
rithms (such as linear programming models) used for production scheduling applications,
statistical techniques for sales forecasting, and posting and summarizing procedures used
for accounting applications.

Database Management

The organization’s database is its physical repository for financial and nonfinancial data.
We use the term database in the generic sense. It can be a filing cabinet or a computer
disk. Regardless of the database’s physical form, we can represent its contents in a logical
hierarchy. The levels in the data hierarchy—attribute, record, and file—are illustrated in
Figure 1-6.

Data Attribute. The data attribute is the most elemental piece of potentially useful data
in the database. An attribute is a logical and relevant characteristic of an entity about
which the firm captures data. The attributes shown in Figure 1-6 are logical because they
all relate sensibly to a common entity—accounts receivable (AR). Each attribute is also
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m The Data Hierarchy
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relevant because it contributes to the information content of the entire set. As proof of
this, the absence of any single relevant attribute diminishes or destroys the information
content of the set. The addition of irrelevant or illogical data would not enhance the
information content of the set.

Record. A record is a complete set of attributes for a single occurrence within an entity
class. For example, a particular customer’s name, address, and account balance is one
occurrence (or record) within the AR class. To find a particular record within the data-
base, we must be able to identify it uniquely. Therefore, every record in the database
must be unique in at least one attribute.! This unique identifier attribute is the primary
key. Because no natural attribute (such as customer name) can guarantee uniqueness,
we typically assign artificial keys to records. The key for the AR records in Figure 1-6 is
the customer account number. This is the only unique identifier in this record class. The
other attributes possess values that may also exist in other records. For instance, multiple
customers may have the same name, sales amounts, credit limits, and balances. Using any
one of these as a key to find a record in a large database would be a difficult task. These
nonunique attributes are, however, often used as secondary keys for categorizing data. For
example, the account balance attribute can be used to prepare a list of customers with
balances greater than $10,000.

Files. A file is a complete set of records of an identical class. For example, all the AR
records of the organization constitute the AR file. Similarly, files are constructed for other
classes of records such as inventory, accounts payable, and payroll. The organization’s
database is the entire collection of such files.

1 When we get into more advanced topics, we will see how a combination of nonunique attributes can be
used as a unique identifier.
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Database Management Tasks. Database management involves three fundamental tasks:
storage, retrieval, and deletion. The storage task assigns keys to new records and stores
them in their proper location in the database. Retrieval is the task of locating and
extracting an existing record from the database for processing. After processing is com-
plete, the storage task restores the updated record to its place in the database. Deletion is
the task of permanently removing obsolete or redundant records from the database.

Information Generation

Information generation is the process of compiling, arranging, formatting, and present-
ing information to users. Information can be an operational document such as a sales
order, a structured report, or a message on a computer screen. Regardless of physical
form, useful information has the following characteristics: relevance, timeliness, accuracy,
completeness, and summarization.

Relevance. The contents of a report or document must serve a purpose. This could be
to support a manager’s decision or a clerk’s task. We have established that only data
relevant to a user’s action have information content. Therefore, the information system
should present only relevant data in its reports. Reports containing irrelevancies waste
resources and may be counterproductive to the user. Irrelevancies detract attention from
the true message of the report and may result in incorrect decisions or actions.

Timeliness. The age of information is a critical factor in determining its usefulness. Infor-
mation must be no older than the time period of the action it supports. For example, if a
manager makes decisions daily to purchase inventory from a supplier based on an inven-
tory status report, then the information in the report should be no more than a day old.

Accuracy. Information must be free from material errors. However, materiality is a dif-
ficult concept to quantify. It has no absolute value; it is a problem-specific concept. This
means that, in some cases, information must be perfectly accurate. In other instances,
the level of accuracy may be lower. Material error exists when the amount of inaccu-
racy in information causes the user to make poor decisions or to fail to make necessary
decisions. We sometimes must sacrifice absolute accuracy to obtain timely information.
Often, perfect information is not available within the user’s decision time frame. There-
fore, in providing information, system designers seek a balance between information that
is as accurate as possible, yet timely enough to be useful.

Completeness. No piece of information essential to a decision or task should be missing.
For example, a report should provide all necessary calculations and present its message
clearly and unambiguously.

Summarization. Information should be aggregated in accordance with the user’s needs.
Lower-level managers tend to need information that is highly detailed. As information
flows upward through the organization to top management, it becomes more summa-
rized. We shall look more closely at the effects that organizational structure and manage-
rial level have on information reporting later in this chapter.

Feedback

Feedback is a form of output that is sent back to the system as a source of data. Feedback
may be internal or external and is used to initiate or alter a process. For example, an
inventory status report signals the inventory control clerk that items of inventory have fallen
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to, or below, their minimum allowable levels. Internal feedback from this information
will initiate the inventory ordering process to replenish the inventories. Similarly, exter-
nal feedback about the level of uncollected customer accounts can be used to adjust the
organization’s credit-granting policies.

Information System Objectives

Each organization must tailor its information system to the needs of its users. Therefore,
specific information system objectives may differ from firm to firm. Three fundamental
objectives are, however, common to all systems:

1. To support the stewardship function of management. Stewardship refers to man-
agement’s responsibility to properly manage the resources of the firm. The infor-
mation system provides information about resource utilization to external users via
traditional financial statements and other mandated reports. Internally, management
receives stewardship information from various responsibility reports.

2. To support management decision making. The information system supplies managers
with the information they need to carry out their decision-making responsibilities.

3. To support the firm’s day-to-day operations. The information system provides infor-
mation to operations personnel to assist them in the efficient and effective discharge
of their daily tasks.

Acquisition of Information Systems

We conclude this section with a brief discussion of how organizations obtain informa-
tion systems. Usually, they do so in two ways: (1) they develop customized systems from
scratch through in-house systems development activities and (2) they purchase prepro-
grammed commercial systems from software vendors. Larger organizations with unique
and frequently changing needs engage in in-house development. The formal process by
which this is accomplished is called the system development life cycle. Smaller compa-
nies and larger firms that have standardized information needs are the primary market
for commercial software. Three basic types of commercial software are turnkey systems,
backbone systems, and vendor-supported systems.

Turnkey systems are completely finished and tested systems that are ready for imple-
mentation. Typically, they are general-purpose systems or systems customized to a specific
industry. In either case, the end user must have standard business practices that permit the
use of canned or off-the-shelf systems. The better turnkey systems, however, have built-in
software options that allow the user to customize input, output, and processing through
menu choices. However, configuring the systems to meet user needs can be a formidable
task. Enterprise resource planning (ERP) systems such as Oracle and SAP are examples of
this approach to systems implementation. ERP systems are discussed later in this chapter.

Backbone systems consist of a basic system structure on which to build. The primary
processing logic is preprogrammed, and the vendor then designs the user interfaces to suit
the client’s unique needs. A backbone system is a compromise between a custom system
and a turnkey system. This approach can produce satisfactory results, but customizing
the system is costly.

Vendor-supported systems are custom (or customized) systems that client organiza-
tions purchase commercially rather than develop in-house. Under this approach, the
software vendor designs, implements, and maintains the system for its client. This is a pop-
ular option with healthcare and legal services organizations that have complex systems
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requirements but are not of sufficient magnitude to justify retaining an in-house systems
development staff. Indeed, this has become a popular option for many organizations that
traditionally have relied on in-house development but have chosen to outsource these
activities. In recent years, public accounting firms have expanded their involvement in the
vendor-supported market.

Organizational Structure

The structure of an organization reflects the distribution of responsibility, authority, and
accountability throughout the organization. These flows are illustrated in Figure 1-7.
Firms achieve their overall objectives by establishing measurable financial goals for their
operational units. For example, budget information flows downward. This is the mecha-
nism by which senior management conveys to their subordinates the standards against
which they will be measured for the coming period. The results of the subordinates’
actions, in the form of performance information, flow upward to senior management.
Understanding the distribution pattern of responsibility, authority, and accountability is
essential for assessing user information needs.

Business Segments

Business organizations consist of functional units or segments. Firms organize into seg-
ments to promote internal efficiencies through the specialization of labor and cost-effective
resource allocations. Managers within a segment can focus their attention on narrow areas
of responsibility to achieve higher levels of operating efficiency. Three of the most com-
mon approaches include segmentation by:

1. Geographic Location. Many organizations have operations dispersed across the coun-
try and around the world. They do this to gain access to resources, markets, or lines of

The Flows of Responsibility, Authority, and Accountability

FIGURE 1-7 through the Organization
President
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distribution. A convenient way to manage such operations is to organize the management
of the firm around each geographic segment as a quasi-autonomous entity.

2. Product Line. Companies that produce highly diversified products often organize
around product lines, creating separate divisions for each. Product segmentation
allows the organization to devote specialized management, labor, and resources to
segments separately, almost as if they were separate firms.

3. Business Function. Functional segmentation divides the organization into areas of
specialized responsibility based on tasks. The functional areas are determined accord-
ing to the flow of primary resources through the firm. Examples of business function
segments are marketing, production, finance, and accounting.

Some firms use more than one method of segmentation. For instance, an international
conglomerate may segment its operations first geographically, then by product within
each geographic region, and then functionally within each product segment.

Functional Segmentation

Segmentation by business function is the most common method of organizing. To illus-
trate it, we will assume a manufacturing firm that uses these resources: materials, labor,
financial capital, and information. Table 1-2 shows the relationship between functional
segments and these resources.

The titles of functions and even the functions themselves will vary greatly among
organizations, depending on their size and line of business. A public utility may have little
in the way of a marketing function compared to an automobile manufacturer. A service
organization may have no formal production function and little in the way of inventory
to manage. One firm may call its labor resource personnel, whereas another uses the term
human resources. Keeping in mind these variations, we will briefly discuss the functional
areas of the hypothetical firm shown in Figure 1-8. Because of their special importance
to the study of information systems, the accounting and information technology (IT)
functions are given separate and more detailed treatment.

AB Functions from Resources

Resource Business Function
Materials _Inventory Management
Production
Marketing
__Distribution
Labor Personnel
Financial Capital = Finance
Information Accounting
Information Technology
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FIGURE 1-8 Functional Areas of a Firm
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Materials Management

The objective of materials management is to plan and control the materials inventory of the
company. A manufacturing firm must have sufficient inventories on hand to meet its produc-
tion needs and yet avoid excessive inventory levels. Every dollar invested in inventory is a
dollar that is not earning a return. Furthermore, idle inventory can become obsolete, lost, or
stolen. Ideally, a firm would coordinate inventory arrivals from suppliers such that they move
directly into the production process. As a practical matter, however, most organizations main-
tain safety stocks to carry them through the lead time between placing the order for inventory
and its arrival. We see from Figure 1-8 that materials management has three subfunctions:

1. Purchasing is responsible for ordering inventory from vendors when inventory levels
fall to their reorder points. The nature of this task varies among organizations. In
some cases, purchasing is no more than sending a purchase order to a designated
vendor. In other cases, this task involves soliciting bids from a number of competing
vendors. The nature of the business and the type of inventory determines the extent
of the purchasing function.

2. Receiving is the task of accepting the inventory previously ordered by purchasing.
Receiving activities include counting and checking the physical condition of these
items. This is an organization’s first, and perhaps only, opportunity to detect incomplete
deliveries and damaged merchandise before they move into the production process.

3. Stores takes physical custody of the inventory received and releases these resources
into the production process as needed.

Production

Production activities occur in the conversion cycle where raw materials, labor, and plant
assets are used to create finished products. The specific activities are determined by the
nature of the products being manufactured. In general they fall into two broad classes:
(1) primary manufacturing activities and (2) production support activities. Primary manu-
facturing activities shape and assemble raw materials into finished products. Production sup-
port activities ensure that primary manufacturing activities operate efficiently and effectively.
These include, but are not limited to, the following types of activities:

Production planning involves scheduling the flow of materials, labor, and machinery to effi-
ciently meet production needs. This requires information about the status of sales orders, raw
materials inventory, finished goods inventory, and machine and labor availability.

Quality control monitors the manufacturing process at various points to ensure that the finished
products meet the firm’s quality standards. Effective quality control detects problems early to
facilitate corrective action. Failure to do so may result in excessive waste of materials and labor.

Maintenance keeps the firm’s machinery and other manufacturing facilities in running
order. The manufacturing process relies on its plant and equipment and cannot toler-
ate breakdowns during peak production periods. Therefore, the key to maintenance is
prevention—the scheduled removal of equipment from operations for cleaning, ser-
vicing, and repairs. Many manufacturers have elaborate preventive maintenance pro-
grams. To plan and coordinate these activities, maintenance engineers need extensive
information about the history of equipment usage and future scheduled production.

Marketing

The marketplace needs to know about, and have access to, a firm’s products. The mar-
keting function deals with the strategic problems of product promotion, advertising, and
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market research. On an operational level, marketing performs such daily activities as
sales order entry.

Distribution

Distribution is the activity of getting the product to the customer after the sale. This is
a critical step. Much can go wrong before the customer takes possession of the product.
Excessive lags between the taking and filling of orders, incorrect shipments, or damaged
merchandise can result in customer dissatisfaction and lost sales. Ultimately, success depends
on filling orders accurately in the warehouse, packaging goods correctly, and shipping
them quickly to the customer.

Personnel

Competent and reliable employees are a valuable resource to a business. The objective of
the personnel function is to effectively manage this resource. A well-developed personnel
function includes recruiting, training, continuing education, counseling, evaluating, labor
relations, and compensation administration.

Finance

The finance function manages the financial resources of the firm through banking and
treasury activities, portfolio management, credit evaluation, cash disbursements, and cash
receipts. Because of the cyclical nature of business, many firms swing between positions
of excess funds and cash deficits. In response to these cash flow patterns, financial plan-
ners seek lucrative investments in stocks and other assets and low-cost lines of credit from
banks. The finance function also administers the daily flow of cash in and out of the firm.

The Accounting Function

The accounting function manages the financial information resource of the firm. In this
regard, it plays two important roles in transaction processing. First, accounting captures
and records the financial effects of the firm’s transactions. These include events such
as the movement of raw materials from the warehouse into production, shipments of
the finished products to customers, cash flows into the firm and deposits in the bank, the
acquisition of inventory, and the discharge of financial obligations.

Second, the accounting function distributes transaction information to operations
personnel to coordinate many of their key tasks. Accounting activities that contrib-
ute directly to business operations include inventory control, cost accounting, payroll,
accounts payable, accounts receivable, billing, fixed asset accounting, and the general led-
ger. We deal with each of these specifically in later chapters. For the moment, however,
we need to maintain a broad view of accounting to understand its functional role in the
organization.

The Value of Information

The value of information to a user is determined by its reliability. We saw earlier that the
purpose of information is to lead the user to a desired action. For this to happen, infor-
mation must possess certain attributes—relevance, accuracy, completeness, summarization,
and timeliness. When these attributes are consistently present, information has reliability
and provides value to the user. Unreliable information has no value. At best, it is a waste of
resources; at worst, it can lead to dysfunctional decisions. Consider the following example:

A marketing manager signed a contract with a customer to supply a large quantity of
product by a certain deadline. He made this decision based on information about finished
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goods inventory levels. However, because of faulty record keeping, the information was
incorrect. The actual inventory levels of the product were insufficient to meet the order,
and the necessary quantities could not be manufactured by the deadline. Failure to com-
ply with the terms of the contract may result in litigation.

This poor sales decision was a result of flawed information. Effective decisions require
information that has a high degree of reliability.

Accounting Independence

Information reliability rests heavily on the concept of accounting independence. Simply
stated, accounting activities must be separate and independent of the functional areas
that maintain custody of physical resources. For example, accounting monitors and
records the movement of raw materials into production and the sale of finished goods
to customers. Accounting authorizes purchases of raw materials and the disbursement
of cash payments to vendors and employees. Accounting supports these functions with
information but does not actively participate in the physical activities.

The Information Technology Function

Returning to Figure 1-8, the final area to be discussed is the IT function. Like accounting,
the IT function is associated with the information resource. Its activities can be organized
in a number of different ways. One extreme structure is the centralized data process-
ing approach; at the other extreme is the distributed data processing approach. Most
organizational structures fall somewhere between these extremes and embody elements

of both.

Centralized Data Processing

Under the centralized data processing model, all data processing is performed by
one or more large computers housed at a central site that serve users throughout the
organization. Figure 1-9 illustrates this approach in which IT activities are consoli-
dated and managed as a shared organization resource. End users compete for these
resources on the basis of need. The IT function is usually treated as a cost center whose
operating costs are charged back to the end users. Figure 1-10 shows the IT areas of
operation in more detail. These include database administration, data processing, and
systems development and maintenance. The key functions of each of these areas are
described next.

Database Administration. Centrally organized companies maintain their data resources
in a central location that is shared by all end users. In this shared data arrangement, a
special independent group—database administration—headed by the database adminis-
trator is responsible for the security and integrity of the database. We explore the data-
base concept and the role of the database administrator in Chapter 9.

Data Processing. The data processing group manages the computer resources used to
perform the day-to-day processing of transactions. It may consist of the following func-
tions: data control, data conversion, computer operations, and the data library.

Data control groups have all but disappeared from modern organizations. Tradition-
ally, this function was responsible for receiving batches of transaction documents for pro-
cessing from end users and then distributing computer output (documents and reports)
back to the users. Today this function is usually automated and distributed back to the
end users. Some organizations with older legacy systems, however, may still use a data
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m Centralized Data Processing Approach
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Systems Development and Maintenance. The information needs of users are met by
two related functions: systems development and systems maintenance. The former group
is responsible for analyzing user needs and for designing new systems to satisfy those
needs. The participants in system development include systems professionals, end users,
and stakeholders.

Systems professionals include systems analysts, database designers, and programmers who
design and build the system. Systems professionals gather facts about the user’s problem,
analyze the facts, and formulate a solution. The product of their efforts is a new informa-
tion system.

End users are those for whom the system is built. They are the managers who receive

reports from the system and the operations personnel who work directly with the system
as part of their daily responsibilities.
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FIGURE 1-10 Organization of IT Function in a Centralized System
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Stakeholders are individuals inside or outside the firm who have an interest in the system
but are not end users. They include management, internal auditors, and consultants who
oversee systems development.

Once a new system has been designed and implemented, the systems maintenance group
assumes responsibility for keeping it current with user needs. Over the course of the sys-
tem’s life (often several years), between 80 and 90 percent of its total cost will be attribut-
able to maintenance activities.

Distributed Data Processing

An alternative to the centralized model is the concept of distributed data processing
(DDP). The topic of DDP is quite broad, touching on such related topics as end-user
computing, commercial software, networking, and office automation. Simply stated,
DDP involves reorganizing the IT function into small information processing units (IPUs)
that are distributed to end users and placed under their control. IPUs may be distributed
according to business function, geographic location, or both. Any or all of the IT
activities represented in Figure 1-10 may be distributed. Figure 1-11 shows a possible
new organizational structure following the distribution of all data processing tasks to the
end-user areas.

Notice that the central IT function has been eliminated from the organization struc-
ture. Individual operational areas now perform this role. In recent years, DDP has become
an economic and operational feasibility that has revolutionized business operations. DDP
is, however, a mixed bag of advantages and disadvantages.

Disadvantages of DDP. We should bear in mind that the disadvantages of DDP might
also be described as the advantages of a centralized approach. The discussion focuses on
important issues that carry control implications that accountants should recognize. The
loss of control is one of the most serious disadvantages of DDP. Other potential problems
include the inefficient use of resources, the destruction of audit trails, inadequate segregation
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FIGURE 1-11 Organizational Structure for a Distributed Processing System
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of duties, an increased potential for programming errors and systems failures, and the
lack of standards. Specific problems are examined in the following section.

Mismanagement of organization-wide resources. Some argue that when organization-wide
resources exceed a threshold amount, say 5 percent of the total operations budget, they
should be controlled and monitored centrally. Information processing services (such as
computer operations, programming, data conversion, and database management) repre-
sent a significant expenditure for many organizations. Those opposed to DDP argue that
distributing responsibility for these resources will inevitably lead to their mismanagement
and suboptimal utilization.

Hardware and software incompatibility. Distributing the responsibility for hardware and
software purchases to user management can result in uncoordinated and poorly conceived
decisions. Working independently, decision makers may settle on dissimilar and incompat-
ible operating systems, technology platforms, spreadsheet programs, word processors, and
database packages. Such hardware and software incompatibilities can degrade and disrupt
communications between organizational units.

Redundant tasks. Autonomous systems development activities distributed throughout the
firm can result in each user area reinventing the wheel. For example, application pro-
grams created by one user, which could be used with little or no change by others, will be
redesigned from scratch rather than shared. Likewise, data common to many users may be
recreated for each IPU, resulting in a high level of data redundancy.

Consolidating incompatible activities. The distribution of the IT function to individual user
areas results in the creation of many very small units that may not permit the necessary
separation of incompatible functions. For example, within a single IPU, the same person
may program applications, perform program maintenance, enter transaction data into the
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computer, and operate the computer equipment. This situation represents a fundamental
violation of internal control.

Hiring qualified professionals. End-user managers may lack the knowledge to evaluate the
technical credentials and relevant experience of candidates applying for a position as
a computer professional. Also, if the organizational unit into which a new employee is
entering is small, the opportunity for personal growth, continuing education, and promo-
tion may be limited. For these reasons, IPU managers sometimes experience difficulty
attracting highly qualified personnel, which increases the risk of programming errors and
systems failures.

Lack of standards. Because of the distribution of responsibility in the DDP environment,
standards for developing and documenting systems, choosing programming languages,
acquiring hardware and software, and evaluating performance may be unevenly applied
or nonexistent. Opponents of DDP argue that the risks associated with the design and
operation of a data processing system are made tolerable only if such standards are con-
sistently applied. This requires that standards be imposed centrally.

Advantages of DDP. The most commonly cited advantages of DDP are related to cost
savings, increased user satisfaction, and improved operational efficiency. Specific issues
are discussed in the following section.

Cost reductions. In the past, achieving economies of scale was the principal justification
for the centralized approach. The economics of data processing favored large, expensive,
powerful computers. The wide variety of needs that such centralized systems had to sat-
isfy called for computers that were highly generalized and employed complex operating
systems.

Powerful yet inexpensive small scale, which can cost-effectively perform specialized func-
tions, have changed the economics of data processing dramatically. In addition, the unit
cost of data storage, which was once the justification for consolidating data in a central
location, is no longer the prime consideration. Moreover, the move to DDP can reduce
costs in two other areas: (1) data can be entered and edited at the IPU, thus eliminating
the centralized tasks of data conversion and data control; and (2) application complexity
can be reduced, which in turn reduces development and maintenance costs.

Improved cost control responsibility. Managers assume the responsibility for the finan-
cial success of their operations. This requires that they be properly empowered with the
authority to make decisions about resources that influence their overall success. Therefore,
if information-processing capability is critical to the success of a business operation, then
should not management be given control over these resources? This argument counters
the argument presented earlier favoring the centralization of organization-wide resources.
Proponents of DDP argue that the benefits from improved management attitudes outweigh
the additional costs incurred from distributing these resources.

Improved user satisfaction. Perhaps the most often cited benefit of DDP is improved user
satisfaction. This derives from three areas of need that too often go unsatisfied in the
centralized approach: (1) as previously stated, users desire to control the resources that
influence their profitability; (2) users want systems professionals (analysts, programmers,
and computer operators) who are responsive to their specific situation; and (3) users want
to become more actively involved in developing and implementing their own systems.
Proponents of DDP argue that providing more customized support—feasible only in a dis-
tributed environment—has direct benefits for user morale and productivity.
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Backup. The final argument in favor of DDP is the ability to back up computing facilities
to protect against potential disasters such as fires, floods, sabotage, and earthquakes.
One solution is to build excess capacity into each IPU. If a disaster destroys a single site,
its transactions can be processed by the other IPUs. This requires close coordination between
decision makers to ensure that they do not implement incompatible hardware and soft-
ware at their sites.

The Need for Careful Analysis

DDP carries a certain leading-edge prestige value that, during an analysis of its pros and
cons, may overwhelm important considerations of economic benefit and operational
feasibility. Some organizations have made the move to DDP without fully considering
whether the distributed organizational structure will better achieve their business objec-
tives. Some DDP initiatives have proven ineffective, and even counterproductive, because
decision makers saw in these systems virtues that were more symbolic than real. Before
taking such an aggressive step, decision makers should assess the true merits of DDP for
their organization. Accountants have an opportunity and an obligation to play an impor-
tant role in this analysis.

The Evolution of Information System Models

Over the past 50 years, a number of different approaches or models have represented
accounting information systems. Each new model evolved because of the shortcomings
and limitations of its predecessor. An interesting feature in this evolution is that the new-
est technique does not immediately replace older models. Thus, at any point in time,
various generations of systems exist across different organizations and may even coexist
within a single enterprise. The modern auditor needs to be familiar with the operational
features of all AIS approaches that he or she is likely to encounter. This book deals exten-
sively with five such models: manual processes, flat-file systems, the database approach,
the REA (resources, events, and agents) model, and ERP (enterprise resource planning)
systems. Each of these is briefly outlined in the following section.

The Manual Process Model

The manual process model is the oldest and most traditional form of accounting
systems. Manual systems constitute the physical events, resources, and personnel that char-
acterize many business processes. This includes such tasks as order-taking, warehousing
materials, manufacturing goods for sale, shipping goods to customers, and placing orders
with vendors. Traditionally, this model also includes the physical task of record keeping.
Often, manual record keeping is used to teach the principles of accounting to business
students. This approach, however, is simply a training aid. These days, manual records
are never used in practice.

Nevertheless, there is merit in studying the manual process model before mastering
computer-based systems. First, learning manual systems helps establish an important
link between the AIS course and other accounting courses. The AIS course is often the
only accounting course in which students see where data originate, how they are col-
lected, and how and where information is used to support day-to-day operations. By
examining information flows, key tasks, and the use of traditional accounting records in
transaction processing, the students’ bookkeeping focus is transformed into a business
processes perspective.
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Second, the logic of a business process is more easily understood when it is not
shrouded by technology. The information needed to trigger and support events such as
selling, warehousing, and shipping is fundamental and independent of the technology
that underlies the information system. For example, a shipping notice informing the bill-
ing process that a product has been shipped serves this purpose whether it is produced
and processed manually or digitally. Once students understand what tasks need to be
performed, they are better equipped to explore different and better ways of performing
these tasks through technology.

Finally, manual procedures facilitate understanding internal control activities, includ-
ing segregation of functions, supervision, independent verification, audit trails, and
access controls. Because human nature lies at the heart of many internal control issues,
we should not overlook the importance of this aspect of the information system.

The Flat-File Model

The flat-file approach is most often associated with so-called legacy systems. These are
large mainframe systems that were implemented in the late 1960s through the 1980s.
Organizations today still use these systems extensively. Eventually, modern database
management systems will replace them, but in the meantime accountants must continue
to deal with legacy system technologies.

The flat-file model describes an environment in which individual data files are not
related to other files. End users in this environment own their data files rather than share
them with other users. Thus, stand-alone applications rather than integrated systems per-
form data processing.

When multiple users need the same data for different purposes, they must obtain
separate data sets structured to their specific needs. Figure 1-12 illustrates how customer
sales data might be presented to three different users in a durable goods retailing organi-
zation. The accounting function needs customer sales data organized by account number
and structured to show outstanding balances. This is used for customer billing, AR main-
tenance, and financial statement preparation. Marketing needs customer sales history
data organized by demographic keys. They use this for targeting new product promotions
and for selling product upgrades. The product services group needs customer sales data
organized by products and structured to show scheduled service dates. Such information
is used for making after-sales contacts with customers to schedule preventive mainte-
nance and to solicit sales of service agreements.

The data redundancy demonstrated in this example contributes to three signifi-
cant problems in the flat-file environment: data storage, data updating, and currency of
information. These and other problems associated with flat files are discussed in the fol-
lowing sections.

Data Storage

An efficient information system captures and stores data only once and makes this single
source available to all users who need it. In the flat-file environment, this is not pos-
sible. To meet the private data needs of users, organizations must incur the costs of both
multiple collection and multiple storage procedures. Some commonly used data may be
duplicated dozens, hundreds, or even thousands of times.

Data Updating

Organizations have a great deal of data stored in files that require periodic updating to
reflect changes. For example, a change to a customer’s name or address must be reflected in
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FIGURE 1-12 Flat-File Model
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the appropriate master files. When users keep separate files, all changes must be made sepa-
rately for each user. This adds significantly to the task and the cost of data management.

Currency of Information

In contrast to the problem of performing multiple updates is the problem of failing
to update all the user files affected by a change in status. If update information is not
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properly disseminated, the change will not be reflected in some users’ data, resulting in
decisions based on outdated information.

Task-Data Dependency

Another problem with the flat-file approach is the user’s inability to obtain additional
information as his or her needs change. This problem is called task-data dependency.
The user’s information set is constrained by the data that he or she possesses and con-
trols. Users act independently rather than as members of a user community. In such an
environment, it is very difficult to establish a mechanism for the formal sharing of data.
Therefore, new information needs tend to be satisfied by procuring new data files. This
takes time, inhibits performance, adds to data redundancy, and drives data management
costs even higher.

Flat Files Limit Data Integration

The flat-file approach is a single-view model. Files are structured, formatted, and arranged
to suit the specific needs of the owner or primary user of the data. Such structuring,
however, may exclude data attributes that are useful to other users, thus preventing suc-
cessful integration of data across the organization. For example, because the accounting
function is the primary user of accounting data, these data are often captured, formatted,
and stored to accommodate financial reporting and GAAP. This structure, however, may
be useless to the organization’s other (nonaccounting) users of accounting data, such as
the marketing, finance, production, and engineering functions. These users are presented
with three options: (1) do not use accounting data to support decisions; (2) manipulate
and massage the existing data structure to suit their unique needs; or (3) obtain addi-
tional private sets of the data and incur the costs and operational problems associated
with data redundancy.

In spite of these inherent limitations, many large organizations still use flat files for
their general ledger and other financial systems. Most members of the data processing com-
munity assumed that the end of the century would see the end of legacy systems. Instead,
corporate America invested billions of dollars making these systems year-2000 (Y2K) com-
pliant. Legacy systems continue to exist because they add value for their users, and they will
not be replaced until they cease to add value. Students who may have to work with these
systems in practice should be aware of their key features.

The Database Model

An organization can overcome the problems associated with flat files by implementing the
database model to data management. Figure 1-13 illustrates how this approach central-
izes the organization’s data into a common database that is shared by other users. With
the organization’s data in a central location, all users have access to the data they need to
achieve their respective objectives. Access to the data resource is controlled by a database
management system (DBMS). The DBMS is a special software system that is programmed
to know which data elements each user is authorized to access. The user’s program sends
requests for data to the DBMS, which validates and authorizes access to the database in
accordance with the user’s level of authority. If the user requests data that he or she is
not authorized to access, the request is denied. Clearly, the organization’s procedures for
assigning user authority are an important control issue for auditors to consider.

The most striking difference between the database model and the flat-file model is the
pooling of data into a common database that all organizational users share. With access
to the full domain of entity data, changes in user information needs can be satisfied without
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obtaining additional private data sets. Users are constrained only by the limitations of
the data available to the entity and the legitimacy of their need to access it. Through data
sharing, the following traditional problems associated with the flat-file approach may be
overcome:

Elimination of data redundancy. Each data element is stored only once, thereby eliminating
data redundancy and reducing data collection and storage costs. For example, customer
data exists only once, but is shared by accounting, marketing, and product services users.
To accomplish this, the data are stored in a generic format that supports multiple users.

Single update. Because each data element exists in only one place, it requires only a single
update procedure. This reduces the time and cost of keeping the database current.

Current values. A single change to a database attribute is automatically made available to
all users of the attribute. For example, a customer address change is immediately reflected
in the marketing and product services views when the billing clerk enters it.

Flat-file and early database systems are called traditional systems. Within this context, the
term traditional means that the organization’s information systems applications (its pro-
grams) function independently of each other rather than as an integrated whole. Early data-
base management systems were designed to interface directly with existing flat-file programs.
Thus when an organization replaced its flat files with a database, it did not have to spend mil-
lions of dollars rewriting its existing programs. Indeed, early database applications performed
essentially the same independent functions as their flat-file counterparts.

Another factor that limited integration was the structured database models of the
era. These models were inflexible and did not permit the degree of data sharing that is
found in modern database systems. Whereas some degree of integration was achieved
with this type of database, the primary and immediate advantage to the organization was
the reduction in data redundancy.

True integration, however, would not be possible until the arrival of the relational
database model. This flexible database approach permits the design of integrated sys-
tems applications capable of supporting the information needs of multiple users from a
common set of integrated database tables. We should note, however, that the relational
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database model merely permits integration to occur; integration is not guaranteed. Poor
systems design can occur under any model. In fact, most organizations today that employ
a relational database run applications that are traditional in design and do not make full
use of relational technology. The two remaining models to be discussed (REA and ERP)
employ relational database technology more effectively.

The REA Model

REA is an accounting framework for modeling an organization’s critical resources,
events, and agents (REA) and the relationships between them. Once specified, both
accounting and nonaccounting data about these phenomena can be identified, captured,
and stored in a relational database. From this repository, user views can be constructed
that meet the needs of all users in the organization. The availability of multiple views
allows flexible use of transaction data and permits the development of accounting infor-
mation systems that promote, rather than inhibit, integration.

The REA model was proposed in 1982 as a theoretical model for accounting.?
Advances in database technology have focused renewed attention on REA as a practical
alternative to the classical accounting framework. The following summarizes the key ele-
ments of the REA models.

Resources

Economic resources are the assets of the organization. They are defined as objects that
are both scarce and under the control of the enterprise. This definition departs from the
traditional model because it does not include AR. An account receivable is an artifact
record used simply to store and transmit data. Because it is not an essential element of
the system, it need not be included in the database. Instead, AR values are derived from
the difference between sales to customers and the cash received in payment of sales.

Events

Economic events are phenomena that affect changes in resources. They can result from
activities such as production, exchange, consumption, and distribution. Economic events
are the critical information elements of the accounting system and should be captured in
a highly detailed form to provide a rich database.

Agents

Economic agents are individuals and departments that participate in an economic event.
They are parties both inside and outside the organization with discretionary power to use
or dispose of economic resources. Examples of agents include sales clerks, production
workers, shipping clerks, customers, and vendors.

The REA model requires that accounting phenomena be characterized in a manner
consistent with the development of multiple user views. Business data must not be prefor-
matted or artificially constrained and should reflect all relevant aspects of the underlying
economic events. As such, REA procedures and databases are structured around events
rather than accounting artifacts such as journals, ledgers, charts of accounts, and double-
entry accounting. Under the REA model, business organizations prepare financial state-
ments directly from the event database. The following sales and cash receipts events for

2 W.E. McCarthy, “The REA Accounting Model: A Generalized Framework for Accounting Systems in a
Shared Data Environment.” The Accounting Review (July 1982): 554-57.
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a hypothetical retailer can be used to illustrate the inherent differences between classical
and REA accounting;:

Sept. 1: Sold 5 units of product X21 @ $30 per unit and 10 units of product Y33 @ $20
per unit to customer Smith (Total sale = $350). The unit cost of the inventory is $16 and
$12, respectively (Total CGS = $200).

Sept. 30: Received $200 cash from customer Smith on account, check number 451.

In flat-file or non-REA database systems, the two events would be recorded in a set of
classical accounts like those shown in Figure 1-14. This involves summarizing the events
to accommodate the account structure. The details of the transactions however, are not
captured under this approach.

An REA accounting system would capture these transactions in a series of relational
database tables that emphasize events rather than accounts. This is illustrated in Figure 1-15.
Each table deals with a separate aspect of the transaction. Data pertaining to the cus-
tomer, the invoice, specific items sold, and so on, can thus be captured for multiple uses
and users. The tables of the database are linked via common attributes called primary
keys (PK) and embedded foreign keys (FK) that permit integration. In contrast, the files in
the traditional system are independent of each other and thus cannot accommodate such
detailed data gathering. As a result, traditional systems must summarize event data at the
loss of potentially important facts.

Traditional accounting records including journals, ledgers, and charts of accounts
do not exist as physical files or tables under the REA model. For financial reporting pur-
poses, views or images of traditional accounting records are constructed from the event
tables. For example, the amount of Smith’s account receivable balance is derived from
{total sales (Quant sold * Sale price) less cash received (Amount) = 350 — 200 = 150}.

FIGURE 1-14 Classical Accounting Records in a Non-REA System
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Customer Customer
Number Name Debit Credit Balance

23456 Smith 350 200 150
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FIGURE 1-15 Event Database in an REA System

CUSTOMER Table
(PK)
proeeeaeeeeed Cust Credit Billing
: Num Name Address Tel Num Limit Date Anniver
23456 Smith 125 EIm St.,City | 610-5655-1234|  $5,000 12 12/9/89
INVOICE Table
(PK) (FK)
] Invoice Invoice Ship Cust |
Num Date Date Terms Carrier Num
98765 9/01/07 9/03/07 Net 30 UPS 23456
' LINE ITEM Tableé
(PK) (F:K)
Product Invoice Quant
Num Num Sold
X21 98765 5
Y33 98765 10
PRODUCT Table
(PK)
Product Sale Unit Reorder
Num Description Price Cost QOH Point
X21 Somethingor other $30 $22 200 50
Y33 Somethingelse $20 $16 159 60
CASH REC Table |
(PK) (FK)
Trans Cust Check Check Date
Num Num Num Amount Date Posted
77654 23456 451 $200 9/28/07 9/30/07

If necessary or desired, journal entries and general ledger amounts can also be derived
from these event tables. For example, the cost of goods sold control account balance is
(Quant sold * Unit cost) summed for all transactions for the period.

REA is a conceptual model, not a physical system. Many of its tenets, however, are
found within advanced database systems. The most notable application of REA philo-
sophy is seen in the proliferation of ERP systems, which are discussed in the following
section.
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Enterprise Resource Planning Systems

Enterprise resource planning (ERP) is an information system model that enables an
organization to automate and integrate its key business processes. ERP breaks down
traditional functional barriers by facilitating data sharing, information flows, and the
introduction of common business practices among all organizational users. The imple-
mentation of an ERP system can be a massive undertaking that can span several years.
Because of the complexity and size of ERPs, few organizations are willing or able to com-
mit the necessary financial and physical resources and incur the risk of developing an ERP
system in-house. Hence, virtually all ERPs are commercial products. The recognized leaders
in the market are SAP, Oracle, Baan, J.D. Edwards & Co., and PeopleSoft Inc.

ERP packages are sold to client organizations in modules that support standard pro-
cesses. Some common ERP modules include:

Asset Management
Financial Accounting
Human Resources
Industry-Specific Solutions
Plant Maintenance
Production Planning
Quality Management
Sales and Distribution
Inventory Management

One of the problems with standardized modules is that they may not always meet the organi-
zation’s exact needs. For example, a textile manufacturer in India implemented an ERP pack-
age only to discover that extensive, unexpected, and expensive modifications had to be made
to the system. The ERP would not allow the user to assign two different prices to the same
bolt of cloth. The manufacturer charged one price for domestic consumption, but another
(four times higher) for exported products. That particular ERP system, however, provided no
way to assign two prices to the same item while maintaining an accurate inventory count.

Organizations that hope to successfully implement an ERP will need to modify their
business processes to suit the ERP, modify the ERP to suit their business, or, more likely,
modify both. Often, additional software applications need to be connected to the ERP to
handle unique business functions, particularly industry-specific tasks. These applications,
often called bolt-ons, are not always designed to communicate with ERP packages. The
process of creating a harmonious whole can be quite complex and sometimes fails, result-
ing in significant losses to the organization. ERP packages are enormously expensive, but
the savings in efficiencies should be significant. Organization management should exer-
cise great care in deciding which, if any, ERP is best for them.

The evolution of information systems models outlined in this section provides a
framework for much of the material contained this book. Chapters 2 through 8 deal with
business processes, security, fraud, controls, and a variety of other issues related to tra-
ditional (manual, flat-file, and early database) systems. Chapters 9 through 12 examine
advanced database systems, the REA model, ERP, and other emerging technologies.

The Role of the Accountant

The final section of this chapter deals with the accountant’s relationship to the information sys-
tem. Accountants are primarily involved in three ways: as system users, designers, and auditors.
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Accountants as Users

In most organizations, the accounting function is the single largest user of IT. All systems
that process financial transactions impact the accounting function in some way. As end
users, accountants must provide a clear picture of their needs to the professionals who
design their systems. For example, the accountant must specify accounting rules and tech-
niques to be used, internal control requirements, and special algorithms such as depre-
ciation models. The accountant’s participation in systems development should be active
rather than passive. The principal cause of design errors that result in system failure is the
absence of user involvement.

Accountants as System Designers

An appreciation of the accountant’s responsibility for system design requires a historic
perspective that predates the computer as a business information tool. Traditionally,
accountants have been responsible for key aspects of the information system, including assess-
ing the information needs of users, defining the content and format of output reports, specify-
ing sources of data, selecting the appropriate accounting rules, and determining the controls
necessary to preserve the integrity and efficiency of the information system.

These traditional systems were physical, observable, and unambiguous. The procedures
for processing information were manual, and the medium for transmitting and storing data
was paper. With the arrival of the computer, computer programs replaced manual proce-
dures, and paper records were stored digitally. The role accountants would play in this new
era became the subject of much controversy. Lacking computer skills, accountants were
generally uncertain about their status and unwilling to explore this emerging technology.

Many accountants relinquished their traditional responsibilities to the new gener-
ation of computer professionals who were emerging in their organizations. Computer
programmers, often with no accounting or business training, assumed full responsibil-
ity for the design of accounting information systems. As a result, many systems violated
accounting principles and lacked necessary controls. Large system failures and computer
frauds marked this period in accounting history. By the mid-1970s, in response to these
problems, the accounting profession began to reassess the accountant’s professional and
legal responsibilities for computer-based systems.

Today, we recognize that the responsibility for systems design is divided between ac-
countants and IT professionals as follows: the accounting function is responsible for the
conceptual system, and the IT function is responsible for the physical system. To illustrate
the distinction between conceptual and physical systems, consider the following example:

The credit department of a retail business requires information about delinquent
accounts from the AR department. This information supports decisions made by the credit
manager regarding the creditworthiness of customers.

The design of the conceptual system involves specifying the criteria for identifying
delinquent customers and the information that needs to be reported. The accountant
determines the nature of the information required, its sources, its destination, and
the accounting rules that need to be applied. The physical system is the medium and
method for capturing and presenting the information. The computer professionals
determine the most economical and effective technology for accomplishing the task. Hence,
systems design should be a collaborative effort. Because of the uniqueness of each sys-
tem and the susceptibility of systems to serious error and even fraud, the accountant’s
involvement in systems design should be pervasive. In later chapters, we shall see that
the active participation of accountants is critical to the system’s success.
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Accountants as System Auditors

Auditing is a form of independent attestation performed by an expert—the auditor—who
expresses an opinion about the fairness of a company’s financial statements. Public con-
fidence in the reliability of internally produced financial statements rests directly on their
being validated by an independent expert auditor. This service is often referred to as the
attest function. Auditors form their opinions based on a systematic process that will be
explained in Chapter 15.

Both internal and external auditors conduct audits. External auditing is often called
independent auditing because certified public accounting (CPA) firms that are indepen-
dent of the client organization’s management perform them. External auditors represent
the interests of third-party stakeholders in the organization, such as stockholders, credi-
tors, and government agencies.

External Auditing

Historically, the external accountant’s responsibility as a systems auditor was limited
to the attest function described previously. In recent years this role has been expanded
by the broader concept of assurance. The Big Four public accounting firms have now
renamed their traditional audit functions assurance services.

Assurance. Assurance services are professional services, including the attest function,
that are designed to improve the quality of information, both financial and nonfinancial,
used by decision makers. For example, a client may contract assurance services to obtain
an opinion as to the quality or marketability of a product. Alternatively, a client may
need information about the efficiency of a production process or the effectiveness of their
network security system. A gray area of overlap exists between assurance and consult-
ing services, which auditors must avoid. They were once allowed to provide consulting
services to audit clients. This is now prohibited under SOX legislation. These issues are
discussed in later chapters.

IT Auditing. IT auditing is usually performed as part of a broader financial audit. The
organizational unit responsible for conducting IT audits may fall under the assurance ser-
vices group or be independent. Typically they carry a name such as IT Risk Management,
Information Systems Risk Management, or Global Risk Management. The IT auditor
attests to the effectiveness of a client’s IT controls to establish their degree of compliance
with prescribed standards. Because many of the modern organization’s internal controls
are computerized, the IT audit may be a large portion of the overall audit. We examine IT
controls, risks, and auditing issues in Chapters 15, 16, and 17.

Internal Auditing

Internal auditing is an appraisal function housed within the organization. Internal audi-
tors perform a wide range of activities on behalf of the organization, including conduct-
ing financial statement audits, examining an operation’s compliance with organizational
policies, reviewing the organization’s compliance with legal obligations, evaluating opera-
tional efficiency, detecting and pursuing fraud within the firm, and conducting IT audits.
As you can see, the tasks external and internal auditors perform are similar. The feature
that most clearly distinguishes the two groups is their respective constituencies. External
auditors represent third-party outsiders, whereas internal auditors represent the interests
of management.
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Summa

The first section of the chapter introduced basic systems concepts and presented a frame-
work for distinguishing between accounting information systems and management informa-
tion systems. This distinction is related to the types of transactions these systems process. AIS
applications process financial transactions, and MIS applications process nonfinancial trans-
actions. The section then presented a general model for accounting information systems. The
model is composed of four major tasks that exist in all AIS applications: data collection, data
processing, database management, and information generation.

The second section examined the relationship between organizational structure and
the information system. It focused on functional segmentation as the predominant method
of structuring a business and examined the functions of a typical manufacturing firm.
The section presented two general methods of organizing the I'T function: the centralized
approach and the distributed approach.

The third section reviewed the evolution of AIS models. Each new model evolved
because of the shortcomings and limitations of its predecessor. As new approaches
evolved, however, the predecessor or legacy systems often remained in service. Thus, at
any point in time, various generations of systems coexist across different organizations
and even within a single enterprise. Five AIS models were examined.

The final section of the chapter examined three roles of accountant as (1) users of
AIS, (2) designers of AIS, and (3) auditors of AIS. In most organizations, the accounting
function is the single largest user of the AIS. The IT function is responsible for designing
the physical system, and the accounting function is responsible for specifying the con-
ceptual system. Auditing is an independent attestation performed by the auditor, who
expresses an opinion about the fairness of a company’s financial statements. Both exter-
nal and internal auditors conduct IT audits. The IT auditor attests to the effectiveness of
a client’s IT controls to establish their degree of compliance with prescribed standards.
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accounting information systems (AIS) (2)
agents (31)

assurance services (36)

attest function (36)

auditing (36)

auditor (36)

backbone systems (15)

centralized data processing (21)
conceptual system (395)

currency of information (27)

data (11)

data collection (12)

data processing (12)

data sources (12)

data storage (27)

data updating (27)

database (12)

database management (14)

database management system (DBMS) (29)
database model (29)

database tables (30)

distributed data processing (DDP) (23)
end users (10)

enterprise resource planning (ERP) (34)
events (31)

feedback (14)

financial transaction (7)

flat-file model (27)

general ledger/financial reporting system (GL/FRS) (8)

Review Questions

1.

What are the four levels of activity in the pyra-
mid representing the business organization?
Distinguish between horizontal and vertical
flows of information.

Distinguish between natural and artificial
systems.

What are the elements of a system?

What is system decomposition and subsystem
interdependency? How are they related?

. What is the relationship among data, informa-

tion, and an information system?
Distinguish between AIS and MIS.

What are the three cycles of transaction pro-
cessing systems?
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general model for viewing AIS applications (10)
independence (21)

information (11)

information flows (3)

information generation (14)

information system (6)

internal auditing (36)

IT auditing (36)

legacy systems (27)

management information system (MIS) (8)
management reporting system (MRS) (8)
nonfinancial transactions (8)

physical system (35)

REA (31)

relational database model (30)

reliability (20)

resources (31)

segments (16)

stakeholders (4)

subsystem (5)

system (4)

system development life cycle (15)
task-data dependency (29)

trading partners (4)

traditional systems (30)

transaction (6)

transaction processing system (TPS) (8)
turnkey systems (15)

vendor-supported systems (15)

10.
11.
12.

13.

14.

15.

. What is discretionary reporting?
. What are the characteristics of good or useful

information?

What rules govern data collection?

What are the levels of data hierarchy?

What are the three fundamental tasks of data-
base management?

What is feedback and how is it useful in an
information system?

What are the fundamental objectives of all
information systems?

What does stewardship mean and what is its
role in an information system?
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16.

17

18

19

20
21

22

23

24
25
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Distinguish between responsibility, authority,
and accountability. Which flow upward and
which flow downward?

Distinguish between turnkey, backbone, and
vendor-supported systems.

List each of the functional areas and their
subfunctions.

What are the roles of internal and external
auditors?

What is the role of a database administrator?

Name the three most common ways to seg-
ment an organization.

What is the role of the accounting function in
an organization?

Distinguish between the centralized and distrib-
uted approaches to organizing the IT function.

What is the role of the data control group?
What is distributed data processing?

26.

27.

28.
29.

30.
31.
32.

33.
34.
35.
36.

Discussion Questions

1.

2.

O8]

4.

L

6.

7.

8.

Discuss the differences between internal and
external users of information and their needs
and demands on an information system. His-
torically, which type of user has the firm
catered to most?

Comment on the level of detail necessary for
operations management, middle management,
and stockholders.

Distinguish between financial and nonfinan-
cial transactions. Give three examples of each.

Why have reengineering efforts been made to
integrate AIS and MIS?

Do you think transaction processing systems
differ significantly between service and manu-
facturing industries? Are they equally impor-
tant to both sectors?

Discuss the difference between the financial
reporting system and general ledger system.

Examine Figure 1-5 and discuss where and how
problems can arise that can cause the resulting
information to be bad or ineffective.

Discuss how the elements of efficiency, effec-

tiveness, and flexibility are crucial to the design
of an information system.

10.

11.

12.

13.

14.
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What are the advantages and disadvantages of
distributed data processing?

What types of tasks become redundant in a
distributed data processing system?

What is a flat-file system?

What are the three general problems associ-
ated with data redundancy?

Define the key elements of the REA model.
What is an ERP system?

What three roles are played by accountants
with respect to the information system?

Define the term attest function.
Define the term assurance.
What is IT auditing?

Distinguish between conceptual and physical
systems.

. Discuss what is meant by the statement, “The

accounting system is a conceptual flow of in-
formation that represents the physical flows of
personnel, raw materials, machinery, and cash
through the organization.”

Discuss the importance of accounting indepen-
dence in accounting information systems. Give
an example of where this concept is important
(use an example other than inventory control).
Discuss why it is crucial that internal auditors
report solely to the uppermost level of man-
agement (either to the chief executive officer
or the audit committee of the board of direc-
tors) and answer to no other group.

Contrast centralized data processing with dis-
tributed data processing. How do the roles of
systems professionals and end users change?
What do you think the trend is today?

Discuss how conceptual and physical systems
differ and which functions are responsible for
each of these systems.

If accountants are viewed as providers of infor-
mation, then why are they consulted as system
users in the systems development process?
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15.

16.

17.

18.

3.

Chapter 1

Do you agree with the statement, “The term IT
auditor should be considered obsolete because
it implies a distinction between regular auditors
and auditors who examine computerized AIS”?
Why or why not?

What are the primary reasons for segmenting
organizations?

Why is it important to organizationally separate
the accounting function from other functions of
the organization?

What is the most likely system acquisition

method—in-house, turnkey, backbone, or

vendor-supported—for each of the following

situations?

¢ A plumbing supply company with 12 em-
ployees that sells standard products to
wholesale customers in a local community
needs a system to manage its affairs.

Which of the following is NOT a financial
transaction?

a. purchase of products

b. cash receipts

¢. update valid vendor file
d. sale of inventory

The following are subsystems of the Accounting
Information System, EXCEPT

a. Transaction Processing System.

b. Human Resources System.

c. General Ledger/Financial Reporting System.

d. Management Reporting System.

Which of the following is NOT a purpose of

the Transaction Processing System?

a. managing and reporting on the status of
financial investments

b. converting economic events into financial
transactions

c. distributing essential information to operations
personnel to support their daily operations

d. recording financial transactions in the
accounting records

19.

20.

Multiple-Choice Questions

1.

The Information System: An Accountant’s Perspective

* A major oil company with diverse holdings,
complex oil leases, and esoteric accounting
practices needs a system that can coordinate
its many enterprises.

* A municipal government needs a system
that complies with standard government
accounting practices but can be integrated
with other existing systems.

The REA model is based on the premise that

“business data must not be preformatted or

artificially constrained and must reflect all

relevant aspects of the underlying economic
events.” What does this mean and how is it
applied?

ERP systems are composed of a highly inte-

grated set of standardized modules. Discuss

the advantages and potential disadvantages of
this approach.

. The objectives of the data collection activity of

the general model for AIS are to collect data
that are

a. relevant and redundant.
b. efficient and objective.
c. efficient and redundant.
d. efficient and relevant.

. Which of the following is NOT a characteristic

of effective information?
a. relevance

b. accuracy

C. summarization

d. precision

. Which of the following is NOT a database

management task?
a. retrieval

b. storage

C. summarization
d. deletion
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10.

11.

When viewed from the highest to most elemental
level, the data hierarchy is

a. attribute, record, file.
b. record, attribute, key.
c. file, record, attribute.
d. file, record, key.
e. key, record, file.

. Which is NOT an accountant’s primary role in

information systems?
a. system user

b. system auditor

c. system designer

d. system programmer

Which of the following is NOT an objective of
all information systems?

a. support for the stewardship function of
management

b. support for management decision making

c. support for the day-to-day operations of
the firm

d. all of the above are objectives

Which of the following best describes the
activities of the materials management
function?

a. purchasing, receiving, and inventory
control

b. receiving, sales, distribution, and purchasing

c. receiving, storage, purchasing, and accounts
payable

d. purchasing, receiving, and storage

e. purchasing, storage, and distribution

Which of the following best describes the activi-

ties of the production function?

a. maintenance, inventory control, and pro-
duction planning

b. production planning, quality control,
manufacturing, and cost accounting

c. quality control, production planning,
manufacturing, and payroll

d. maintenance, production planning, storage,
and quality control

e. manufacturing, quality control, and
maintenance
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12. Which of the following best describes the

activities of the accounting function?

a. inventory control, accounts payable, fixed
assets, and payroll

b. fixed assets, accounts payable, cash disburse-
ments, and cost accounting

c. purchasing, cash receipts, accounts payable,
cash disbursements, and payroll

d. inventory control, cash receipts, accounts
payable, cash disbursements, and payroll

e. inventory control, cost accounting, accounts
payable, cash disbursements, and payroll

13. Which statement best describes the issue of

distributed data processing (DDP)?

a. The centralized and DDP approaches are
mutually exclusive; an organization must
choose one approach or the other.

b. The philosophy and objective of the orga-
nization’s management will determine the
extent of DDP in the firm.

c. In a minimum DDP arrangement, only data
input and output are distributed, leaving
the tasks of data control, data conversion,
database management, and data processing
to be centrally managed.

d. The greatest disadvantage of a totally dis-
tributed environment is that the distributed
IPU locations are unable to communicate
and coordinate their activities.

e. Although hardware (such as computers,
database storage, and input/output terminals)
can be effectively distributed, the systems devel-
opment and maintenance tasks must remain
centralized for better control and efficiency.

14. Which of the following is a disadvantage of

distributed data processing?

a. End-user involvement in systems operation
is decreased.

b. Disruptions due to mainframe failures are
increased.

c. The potential for hardware and software
incompatibility across the organization is
increased.

d. The time between project request and
completion is increased.

e. All of the above are disadvantages.
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1. Users of Information 5. Information System Categorization

Classify the following users of information as
either:

I—internal user

T—external user: trading partner
S—external user: stakeholder
Internal Revenue Service
Inventory control manager
Board of directors

Customers

Lending institutions

Securities and Exchange Commission
Stockholders

Chief executive officer

S SO S S

—

Suppliers
j. Bondholders

Subsystems

Use the human body system to illustrate the
concepts of system decomposition and sub-
system interdependency. Draw a hierarchical
chart similar to the one in Figure 1-2 and dis-
cuss the interdependencies.

AIS Model

Examine the diagram below and determine
what essential mechanism is missing. Once
you have identified the missing element, dis-
cuss its importance.

Database
Management

b

Data Data Information
Collection :> Processing :> Generation

4. AIS & MIS Features

List some AIS and MIS information from
which salespeople may benefit. Clearly indi-
cate whether the information item would be
an output of a traditional AIS or MIS system.
Finally, discuss the benefits of integrating this
information.

Classify the following items as either:
TPS—transaction processing system
FRS—financial reporting system
MRS—management reporting system
Variance reports

. Sales order capture

Balance sheet

. Budgets

Purchase order preparation

Tax returns

Sales summary by product line

= R N

. Cash disbursements preparation
Annual report preparation

—

j. Invoice preparation
k. Cost-volume-profit analysis

Flat-File versus Database Model

Outline the traditional problems associated
with the flat-file model that are resolved by
the database model.

Organization Functions

Based on Figure 1-8, draw a diagram of func-

tional segments for an oil company that has

the following operations:

a. A head office in New York City responsi-
ble for international and national market-
ing, acquisition of leases and contracts, and
corporate reporting.

b. Two autonomous regional facilities in
Tulsa, Oklahoma, and New Orleans,
Louisiana. These facilities are responsible
for oil exploration, drilling, refining, stor-
age, and the distribution of petroleum
products to corporate service stations
throughout the country and abroad.

Organization Functions

Based on Figure 1-8, draw a diagram of func-

tional segments for a manufacturer of diversi-

fied products. The general characteristics of the

firm are as follows:

a. The organization produces three unre-
lated products: lawn and garden furniture
for sale in home improvement centers and
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department stores; plastic packaging prod-
ucts for the electronics and medical supply
industries; and paper products (for exam-
ple, plates, cups, and napkins) for the fast
food industry.

b. Although the manufacturing facilities are
located within a single complex, none of
the three products share the same suppliers,
customers, or physical production lines.

c. The organization’s functional activities
include design, production, distribution,
marketing, finance, human resources, and
accounting.

Functional Segmentation

The current organization structure of Blue
Sky Company, a manufacturer of small sail-
boats, is presented below.

Required:

a. What operational problems (inefficiency,
errors, fraud, etc.) do you think Blue Sky
could experience because of this structure?

b. Draw a new diagram reflecting an improved
structure that solves the problems you iden-
tified. If necessary, you may add up to two
new positions.

President

VP VP
Production Marketing

Management

Inventory Production Sales Financial
Foreman Manager Manager

1

Cash
Receipts

Inventory
Warehouse

-I Assembly

Product
Sales

1

Cost

Purchasing -I Accounting

Credit
Approval

Accounts
Receivable

1

Inventory
Control

Customer
Billing

i i Cash
-|T|mekeep|ng 'I Disbursements

Payroll
Processing

Accounts
Payable

10. Communications

Before the mid-1970s, systems programmers
and businesspeople (including accountants)
did not communicate well with one another.

11.

12.

13.
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The programmers were criticized for using
too much jargon, and the businesspeople were
criticized for not adequately expressing their
needs. Efforts have been made to overcome this
communication gap, but room for improve-
ment still exists. What problems do you think
resulted from this communication gap? What
do you think you can do to help close the gap
even more when you enter the workforce?

Characteristics of Useful Information

All records in a file must be uniquely iden-
tifiable in at least one attribute, which is its
primary key. Drawing on your general knowl-
edge of accounting, identify the primary key
for the following types of accounting records.
To illustrate, the first record is done for you.

Record Type Primary Key

Accounts Receivable Customer Number
Accounts Payable
Inventory

Customer Sales
Orders

Purchase Orders
to vendors

Cash Receipts (checks)
from customers

Cash Disbursements
(checks) to vendors

Employee Payroll
Earnings records

Data Attributes

Drawing from your basic accounting knowl-
edge, list the relevant data attributes that con-
stitute the record types below. Identify which
attribute is the primary key for the record.

Accounts Payable record

Inventory record

Customer Sales Orders record
Purchase Orders to vendors

Cash Receipts (checks) from customers
Employee Payroll Earnings records

Distributed Data Processing

Explain why an organization would choose
to install a distributed instead of a centralized
computer environment.



Chapter 2

Introduction to Transaction

Processing

LEARNING OBJECTIVES

After studying this chapter, you
should:

e Understand the broad objectives of
transaction cycles.

®  Recognize the types of transactions
processed by each of the three
transaction cycles.

®  Know the basic accounting records
used in transaction processing
systems.

e Understand the relationship between
traditional accounting records and
their magnetic equivalents in
computer-based systems.

e Be familiar with the documentation
techniques used for representing

manual and computer-based systems.

®  Understand the differences between
batch and real-time processing and
the impact of these technologies on
transaction processing.

hapter 1 introduced the transaction processing system
(TPS) as an activity consisting of three major subsys-
tems called cycles: the revenue cycle, the expenditure
cycle, and the conversion cycle. While each cycle per-
forms different specific tasks and supports different objectives,
they share common characteristics. For example, all three TPS
cycles capture financial transactions, record the effects of trans-
actions in accounting records, and provide information about
transactions to users in support of their day-to-day activities. In
addition, transaction cycles produce much of the raw data from
which management reports and financial statements are derived.
Because of their financial impact on the firm, transaction cycles
command much of the accountant’s professional attention.

The purpose of this chapter is to present some preliminary
topics that are common to all three transaction processing cycles.
In subsequent chapters, we will draw heavily from this material
as we examine the individual subsystems of each cycle in detail.
The chapter is organized into four major sections. The first is
an overview of transaction processing. This section defines the
broad objective of the three transaction cycles and specifies the
roles of their individual subsystems. The second section describes
the relationship among accounting records in forming an audit
trail in both manual and computer-based systems. The third sec-
tion examines documentation techniques used to represent sys-
tems. This section presents several documentation techniques for
manual and computer-based systems. The fourth section of this
chapter addresses computer-based systems. It reviews the fun-
damental features of batch and real-time technologies and their
implication for transaction processing.
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An Overview of Transaction Processing

TPS applications process financial transactions. A financial transaction was defined in
Chapter 1 as

An economic event that affects the assets and equities of the firm, is reflected in its
accounts, and is measured in monetary terms.

The most common financial transactions are economic exchanges with external par-
ties. These include the sale of goods or services, the purchase of inventory, the discharge
of financial obligations, and the receipt of cash on account from customers. Financial
transactions also include certain internal events such as the depreciation of fixed assets;
the application of labor, raw materials, and overhead to the production process; and the
transfer of inventory from one department to another.

Financial transactions are common business events that occur regularly. For instance,
thousands of transactions of a particular type (sales to customers) may occur daily. To
deal efficiently with such volume, business firms group similar types of transactions into
transaction cycles.

Transaction Cycles

Three transaction cycles process most of the firm’s economic activity: the expenditure cycle,
the conversion cycle, and the revenue cycle. These cycles exist in all types of businesses—
both profit-seeking and not-for-profit. For instance, every business (1) incurs expenditures
in exchange for resources (expenditure cycle), (2) provides value added through its products
or services (conversion cycle), and (3) receives revenue from outside sources (revenue cycle).
Figure 2-1 shows the relationship of these cycles and the resource flows between them.

The Expenditure Cycle

Business activities begin with the acquisition of materials, property, and labor in exchange
for cash—the expenditure cycle. Figure 2-1 shows the flow of cash from the organization
to the various providers of these resources. Most expenditure transactions are based on
a credit relationship between the trading parties. The actual disbursement of cash takes
place at some point after the receipt of the goods or services. Days or even weeks may
pass between these two events. Thus, from a systems perspective, this transaction has two
parts: a physical component (the acquisition of the goods) and a financial component
(the cash disbursement to the supplier). A separate subsystem of the cycle processes each
component. The major subsystems of the expenditure cycle are outlined below. Because
of the extent of this body of material, two chapters are devoted to the expenditure cycle.
Purchases/accounts payable and cash disbursements systems are the topics of Chapter 5.
Payroll and fixed asset systems are examined in Chapter 6.

Purchases/accounts payable system. This system recognizes the need to acquire physical
inventory (such as raw materials) and places an order with the vendor. When the goods
are received, the purchases system records the event by increasing inventory and estab-
lishing an account payable to be paid at a later date.

Cash disbursements system. When the obligation created in the purchases system is due,
the cash disbursements system authorizes the payment, disburses the funds to the vendor,
and records the transaction by reducing the cash and accounts payable accounts.

Payroll system. The payroll system collects labor usage data for each employee, computes
the payroll, and disburses paychecks to the employees. Conceptually, payroll is a special-case
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m Relationship between Transaction Cycles
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Cash Disbursements Cost Accounting Cash Receipts
Payroll
Fixed Assets
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purchases and cash disbursements system. Because of accounting complexities associated
with payroll, most firms have a separate system for payroll processing.

Fixed asset system. A firm’s fixed asset system processes transactions pertaining to the
acquisition, maintenance, and disposal of its fixed assets. These are relatively permanent
items that collectively often represent the organization’s largest financial investment.
Examples of fixed assets include land, buildings, furniture, machinery, and motor vehicles.

The Conversion Cycle

The conversion cycle is composed of two major subsystems: the production system and
the cost accounting system. The production system involves the planning, scheduling,
and control of the physical product through the manufacturing process. This includes
determining raw material requirements, authorizing the work to be performed and
the release of raw materials into production, and directing the movement of the work-in-
process through its various stages of manufacturing. The cost accounting system monitors
the flow of cost information related to production. Information this system produces is
used for inventory valuation, budgeting, cost control, performance reporting, and man-
agement decisions, such as make-or-buy decisions. We examine the basic features of these
systems in Chapter 7.

Manufacturing firms convert raw materials into finished products through formal
conversion cycle operations. The conversion cycle is not usually formal and observable in
service and retailing establishments. Nevertheless, these firms still engage in conversion
cycle activities that culminate in the development of a salable product or service. These
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activities include the readying of products and services for market and the allocation of
resources such as depreciation, building amortization, and prepaid expenses to the proper
accounting period. However, unlike manufacturing firms, merchandising companies do
not process these activities through formal conversion cycle subsystems.

The Revenue Cycle

Firms sell their finished goods to customers through the revenue cycle, which involves
processing cash sales, credit sales, and the receipt of cash following a credit sale. Revenue
cycle transactions also have a physical and a financial component, which are processed
separately. The primary subsystems of the revenue cycle, which are the topics of Chapter 4,
are briefly outlined below.

Sales order processing. The majority of business sales are made on credit and involve tasks
such as preparing sales orders, granting credit, shipping products (or rendering of a ser-
vice) to the customer, billing customers, and recording the transaction in the accounts
(accounts receivable, inventory, expenses, and sales).

Cash receipts. For credit sales, some period of time (days or weeks) passes between the
point of sale and the receipt of cash. Cash receipts processing includes collecting cash,
depositing cash in the bank, and recording these events in the accounts (accounts receiv-
able and cash).

Accounting Records

Manual Systems

This section describes the purpose of each type of accounting record used in transaction
cycles. We begin with traditional records used in manual systems (documents, journals,
and ledgers) and then examine their magnetic counterparts in computer-based systems.

Documents

A document provides evidence of an economic event and may be used to initiate transac-
tion processing. Some documents are a result of transaction processing. In this section,
we discuss three types of documents: source documents, product documents, and turn-
around documents.

Source Documents. Economic events result in some documents being created at the
beginning (the source) of the transaction. These are called source documents. Source
documents are used to capture and formalize transaction data that the transaction cycle
needs for processing. Figure 2-2 shows the creation of a source document.

The economic event (the sale) causes the sales clerk to prepare a multipart sales
order, which is formal evidence that a sale occurred. Copies of this source document
enter the sales system and are used to convey information to various functions, such as bill-
ing, shipping, and accounts receivable. The information in the sales order triggers specific
activities in each of these departments.

Product Documents. Product documents are the result of transaction processing rather
than the triggering mechanism for the process. For example, a payroll check to an
employee is a product document of the payroll system. Figure 2-3 extends the example in
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m Creation of a Source Document

Customer's
Order
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Document 2

= Sales Order 3

Data
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Figure 2-2 to illustrate that the customer’s bill is a product document of the sales system.
We will study many other examples of product documents in later chapters.

Turnaround Documents. Turnaround documents are product documents of one system
that become source documents for another system. This is illustrated in Figure 2-4. The
customer receives a perforated two-part bill or statement. The top portion is the actual
bill, and the bottom portion is the remittance advice. Customers remove the remittance
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FIGURE 2-4 A Turnaround Document
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advice and return it to the company along with their payment (typically a check). A turn-
around document contains important information about a customer’s account to help the
cash receipts system process the payment. One of the problems designers of cash receipts
systems face is matching customer payments to the correct customer accounts. Providing
this needed information as a product of the sales system ensures accuracy when the cash
receipts system processes it.

Journals

A journal is a record of a chronological entry. At some point in the transaction process,
when all relevant facts about the transaction are known, the event is recorded in a journal
in chronological order. Documents are the primary source of data for journals. Figure 2-5
shows a sales order being recorded in the sales journal (see the following discussion on special
journals). Each transaction requires a separate journal entry, reflecting the accounts affected
and the amounts to be debited and credited. Often, there is a time lag between initiating a
transaction and recording it in the accounts. The journal holds a complete record of trans-
actions and thus provides a means for posting to accounts. There are two primary types of
journals: special journals and general journals.
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m Sales Order Recorded in Sales Journal
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Special Journals. Special journals are used to record specific classes of transactions that
occur in high volume. Such transactions can be grouped together in a special journal and
processed more efficiently than a general journal permits. Figure 2-6 shows a special jour-
nal for recording sales transactions.

As you can see, the sales journal provides a specialized format for recording only sales
transactions. At the end of the processing period (month, week, or day), a clerk posts the
amounts in the columns to the ledger accounts indicated (see the discussion of ledgers in
this chapter). For example, the total sales will be posted to account number 401. Most
organizations use several other special journals, including the cash receipts journal, cash
disbursements journal, purchases journal, and the payroll journal.

Register. The term register is often used to denote certain types of special journals. For
example, the payroll journal is often called the payroll register. We also use the term reg-
ister, however, to denote a log. For example, a receiving register is a log of all receipts of
raw materials or merchandise ordered from vendors. Similarly, a shipping register is a log
that records all shipments to customers.

General Journals. Firms use the general journal to record nonrecurring, infrequent, and
dissimilar transactions. For example, we usually record periodic depreciation and closing

m Sales Journal

Date Customer Invoice || Acct. || post Debit Credit
Num. Num. Acct. Rec. #102 Sales #401

Sept. 1 Hewitt  Ce. 4523 7720 3300 3300

75 Aeme  Inilling 882/ 1298 6825 6825

Oct. 3 Buell Corp. 22987 1030 4000 4000

/0 Check L1d. 66734 1770 8500 §500
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entries in the general journal. Figure 2-7 shows one page from a general journal. Note
that the columns are nonspecific, allowing any type of transaction to be recorded. The
entries are recorded chronologically.

As a practical matter, most organizations have replaced their general journal with
a journal voucher system. A journal voucher is actually a special source document that
contains a single journal entry specifying the general ledger accounts that are affected.
Journal vouchers are used to record summaries of routine transactions, nonroutine trans-
actions, adjusting entries, and closing entries. The total of journal vouchers processed is
equivalent to the general journal. Subsequent chapters discuss the use of this technique in
transaction processing.

Ledgers

A ledger is a book of accounts that reflects the financial effects of the firm’s transactions
after they are posted from the various journals. Whereas journals show the chronological
effect of business activity, ledgers show activity by account type. A ledger indicates the
increases, decreases, and current balance of each account. Organizations use this infor-
mation to prepare financial statements, support daily operations, and prepare internal
reports. Figure 2-8 shows the flow of financial information from the source documents to
the journal and into the ledgers.

There are two basic types of ledgers: (1) general ledgers, which contain the firm’s
account information in the form of highly summarized control accounts, and (2) subsidiary
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FIGURE 2-7 General Journal

| GENERAL JOURNAL PAGE
DATE DESCRIPTION PROESF-.I—. DEBIT CREDIT
1 || Sept . 7, 2007 Depreciation Expente 520 slolo|o 1
| 2 Alecumulated Depreciation 270 slofolo 2
3 3
| 4 || Sept .2,2007 Insuwnance Enpente 525 712|0]0 4
| 5 Prepaid Insurance 180 712lolo 5
| 6 6
|7 || Sept 5,2007|  Casd 707 || 7|7]o|olo 7
| 8 Capital Stock 370 7|7|olofo 8
I 9 9
110 10
11 11
12 12
>
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m Flow of Information from the Economic Event to the General Ledger
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ledgers, which contain the details of the individual accounts that constitute a particular
control account.!

General Ledgers. The general ledger summarizes the activity for each of the organiza-
tion’s accounts. The general ledger department updates these records from journal vouch-
ers prepared from special journals and other sources located throughout the organization.
The general ledger presented in Figure 2-9 shows the beginning balances, the changes,
and the ending balances as of a particular date for several different accounts.

The general ledger provides a single value for each control account, such as accounts
payable, accounts receivable, and inventory. This highly summarized information is suf-
ficient for financial reporting, but it is not useful for supporting daily business operations.
For example, for financial reporting purposes, the firm’s total accounts receivable value
must be presented as a single figure in the balance sheet. This value is obtained from the
accounts receivable control account in the general ledger. To actually collect the cash
this asset represents, however, the firm must have certain detailed information about the
customers that this summary figure does not provide. It must know which customers
owe money, how much each customer owes, when the customer last made payment, when
the next payment is due, and so on. The accounts receivable subsidiary ledger contains
these essential details.

Subsidiary Ledgers. Subsidiary ledgers are kept in various accounting departments of
the firm, including inventory, accounts payable, payroll, and accounts receivable. This
separation provides better control and support of operations. Figure 2-10 illustrates that
the total of account balances in a subsidiary ledger should equal the balance in the cor-
responding general ledger control account. Thus, in addition to providing financial state-
ment information, the general ledger is a mechanism for verifying the overall accuracy of
accounting data that separate accounting departments have processed. Any event incor-
rectly recorded in a journal or subsidiary ledger will cause an out-of-balance condition
that should be detected during the general ledger update. By periodically reconciling sum-
mary balances from subsidiary accounts, journals, and control accounts, the complete-
ness and accuracy of transaction processing can be formally assessed.

1 Not all control accounts in the general ledger have corresponding subsidiary accounts. Accounts such as
sales and cash typically have no supporting details in the form of a subsidiary ledger.
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m General Ledger
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The Audit Trail

The accounting records described previously provide an audit trail for tracing transac-
tions from source documents to the financial statements. Of the many purposes of the
audit trail, most important to accountants is the year-end audit. While the study of
financial auditing falls outside the scope of this text, the following thumbnail sketch of
the audit process will demonstrate the importance of the audit trail.

The external auditor periodically evaluates the financial statements of publicly held
business organizations on behalf of its stockholders and other interested parties. The
auditor’s responsibility involves, in part, the review of selected accounts and transactions
to determine their validity, accuracy, and completeness. Let’s assume an auditor wishes to
verify the accuracy of a client’s accounts receivable (AR) as published in its annual finan-
cial statements. The auditor can trace the AR figure on the balance sheet to the general
ledger AR control account. This balance can then be reconciled with the total for the AR
subsidiary ledger. Rather than examining every transaction that affected the AR account,
the auditor will use a sampling technique to examine a representative subset of transac-
tions. Following this approach, the auditor can select a number of accounts from the AR
subsidiary ledger and trace these back to the sales journal. From the sales journal, the
auditor can identify the specific source documents that initiated the transactions and pull
them from the files to verify their validity and accuracy.

The audit of AR often includes a procedure called confirmation. This involves con-
tacting selected customers to determine if the transactions recorded in the accounts
actually took place and that customers agree with the recorded balance. Information con-
tained in source documents and subsidiary accounts enables the auditor to identify and
locate customers chosen for confirmation. The results from reconciling the AR subsidiary
ledger with the control account and from confirming customers’ accounts help the audi-
tor form an opinion about the accuracy of accounts receivable as reported on the balance
sheet. The auditor performs similar tests on all of the client firm’s major accounts and
transactions to arrive at an overall opinion about the fair presentation of the financial
statement. The audit trail plays an important role in this process.
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m Relationship between the Subsidiary Ledger and the General Ledger

Accounts Receivable General Ledger

|
|
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|
|
Hobbs Johnson : Cash
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°
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Howard
XXXX. XX XXXX. XX

Inventory

126,389,538

Computer-Based Systems
Types of Files

While audit trails in computer-based systems are less observable than in traditional man-
ual systems, they still exist. Accounting records in computer-based systems are repre-
sented by four different types of magnetic files: master files, transaction files, reference
files, and archive files. Figure 2-11 illustrates the relationship of these files in forming an
audit trail.

Master File. A master file generally contains account data. The general ledger and sub-
sidiary ledgers are examples of master files. Data values in master files are updated from
transactions.
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FIGURE 2-11 Accounting Records in a Computer-Based System
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Transaction File. A transaction file is a temporary file of transaction records used to
change or update data in a master file. Sales orders, inventory receipts, and cash receipts
are examples of transaction files.

Reference File. A reference file stores data that are used as standards for processing
transactions. For example, the payroll program may refer to a tax table to calculate
the proper amount of withholding taxes for payroll transactions. Other reference files
include price lists used for preparing customer invoices, lists of authorized suppliers,
employee rosters, and customer credit files for approving credit sales. The reference file in
Figure 2-11 is a credit file.



Part I Overview of Accounting Information Systems

Archive File. An archive file contains records of past transactions that are retained for
future reference. These transactions form an important part of the audit trail. Archive
files include journals, prior-period payroll information, lists of former employees, records
of accounts written off, and prior-period ledgers.

The Digital Audit Trail

Let’s walk through the system represented in Figure 2-11 to illustrate how computer files
provide an audit trail. We begin with the capture of the economic event. In this example,
sales are recorded manually on source documents, just as in the manual system. The next
step in this process is to convert the source documents to digital form. This is done in the
data input stage, where the transactions are edited and a transaction file of sales orders is
produced. Some computer systems do not use physical source documents. Instead, trans-
actions are captured directly on digital media.

The next step is to update the various master file subsidiary and control accounts that
the transaction affects. During the update procedure, additional editing of transactions
takes place. Some transactions may prove to be in error or invalid for such reasons as
incorrect account numbers, insufficient quantities on hand, or customer credit problems.
In this example, the system determines the available credit for each customer from the
credit file before processing the sale. Any records that are rejected for credit problems are
transferred to the error file. The remaining good records are used to update the master
files. Only these transactions are added to the archive file that serves as the sales journal.
By copying the valid transactions to the journal, the original transaction file is not needed
for audit trail purposes. This file can now be erased (scratched) in preparation for the
next batch of sales orders.

Like the paper trail, this digital audit trail allows transaction tracing. Again, an audi-
tor attempting to evaluate the accuracy of the accounts receivable figure published in the
balance sheet could do so via the following steps, which are identified in Figure 2-11.

1. Compare the accounts receivable balance in the balance sheet with the master file AR
control account balance.

Reconcile the AR control figure with the AR subsidiary account total.

3. Select a sample of update entries made to accounts in the AR subsidiary ledger and
trace these to transactions in the sales journal (archive file).

4. From these journal entries, identify specific source documents that can be pulled from
their files and verified. If necessary, the auditor can confirm the accuracy and propri-
ety of these source documents by contacting the customers in question.

Documentation Techniques

The old saying that a picture is worth a thousand words is extremely applicable when it
comes to documenting systems. A written description of a system can be wordy and difficult
to follow. Experience has shown that a visual image can convey vital system information
more effectively and efficiently than words. As both systems designers and auditors, accoun-
tants use system documentation routinely. The ability to document systems in graphic form
is thus an important skill for accountants to master. Six basic documentation techniques are
introduced in this section: data flow diagrams, entity relationship diagrams, document flow-
charts, system flowcharts, program flowcharts, and record layout diagrams.
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Data Flow Diagrams and Entity Relationship Diagrams

Two commonly used systems design and documentation techniques are the entity rela-
tionship diagram and the data flow diagram. This section introduces the principal fea-
tures of these techniques, illustrates their use, and shows how they are related.

Data Flow Diagrams

The data flow diagram (DFD) uses symbols to represent the entities, processes, data flows,
and data stores that pertain to a system. Figure 2-12 presents the symbol set most com-
monly used. DFDs are used to represent systems at different levels of detail from very
general to highly detailed. In Chapter 14, we will study the construction of multilevel
DFDs. At this point, a single-level DFD is sufficient to demonstrate its use as a documen-
tation tool. We see an example of this in Figure 2-13.

Entities in a DFD are external objects at the boundary of the system being modeled.
They represent sources of and destinations for data. Entities may be other interacting
systems or functions, or they may be external to the organization. Entities should always
be labeled as nouns on a DFD, such as customer or supplier. Data stores represent the
accounting records used in each process, and labeled arrows represent the data flows
between processes, data stores, and entities.

m Data Flow Diagram Symbol Set

Symbol Description

Input source or output

Entity destination of data

Name

A process that is triggered or
Description supported by data

Process

A store of data such as a
Data Store . . .
Name transaction file, a master file,
or a reference file

L Direction of data flow
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m Data Flow Diagram of Sales Order Processing System
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Processes in the DFD should be labeled with a descriptive verb such as Ship Goods,
Update Records, or Receive Customer Order. Process objects should not be represented
as nouns like Warehouse, Accounts Receivable Dept., or Sales Dept. The labeled arrows
connecting the process objects represent flows of data such as Sales Order, Invoice, or
Shipping Notice. Each data flow label should be unique—the same label should not be
attached to two different flow lines in the same DFD. When data flow into a process and
out again (to another process), they have, in some way, been changed. This is true even
if the data have not been physically altered. For example, consider the Approve Sales
process in Figure 2-13, where Sales Order is examined for completeness before being
processed further. It flows into the process as Sales Order and out of it as Approved Sales
Order.

Systems analysts use DFDs extensively to represent the logical elements of the system.
This technique does not, however, depict the physical system. In other words, DFDs
show what logical tasks are being done, but not how they are done or who (or what)
is performing them. For example, the DFD does not show whether the sales approval
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process is separated physically from the billing process in compliance with internal con-
trol objectives.

Entity Relationship Diagrams

An entity relationship (ER) diagram is a documentation technique used to represent the
relationship between entities. Entities are physical resources (automobiles, cash, or in-
ventory), events (ordering inventory, receiving cash, shipping goods), and agents (sales-
person, customer, or vendor) about which the organization wishes to capture data. One
common use for ER diagrams is to model an organization’s database, which we examine
in detail in Chapter 9.

Figure 2-14 shows the symbol set used in an ER diagram. The square symbol rep-
resents entities in the system. The labeled connecting line represents the nature of the
relationship between two entities. The degree of the relationship, called cardinality, is the
numerical mapping between entity instances. A relationship can be one-to-one (1:1), one-
to-many (1:M), or many-to-many (M:M).2 If we think of entities in the ER diagram as
files of records, cardinality is the maximum number of records in one file that are related
to a single record in the other file and vice versa.

Cardinality reflects normal business rules as well as organizational policy. For instance,
the 1:1 cardinality in the first example in Figure 2-14 suggests that each salesperson in
the organization is assigned one automobile. If instead the organization’s policy were to
assign a single automobile to one or more salespersons who share it, this policy would be
reflected by a 1:M relationship. Similarly, the M:M relationship between vendor and
inventory in Figure 2-14 implies that the organization buys the same type of products
from one or more vendors. A company policy to buy particular items from a single ven-
dor would be reflected by a 1:M cardinality.

System designers identify entities and prepare a model of them, similar to the one
presented in Figure 2-15. This data model is the blueprint for what ultimately will

FIGURE 2-14 Entity Relationship Diagram Symbols

Sales- ! Assigned Company
person Car
1 Places M Sales
Customer
Order
|
Vendor M Supply M Inventory

2 We will study variants of these three basic cardinalities in Chapter 9 when we examine data modeling in
greater detail. At that time a more precise documentation technique for representing cardinality called
crow’s foot notation will be introduced.
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FIGURE 2-15 Data Model
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become the physical database. The data model presented in our example is not, however,
sufficiently refined to be the plan for a workable database. Constructing a realistic data
model is an advanced topic that involves understanding and applying techniques and
rules that are beyond the scope of this chapter. We revisit this topic in Chapter 9, where it
will be treated in sufficient detail to model and design a practical database.

Relationship between ER Diagrams and Data Flow Diagrams

Data flow diagrams and ER diagrams depict different aspects of the same system, but
they are related and can be reconciled. A DFD is a model of system processes, and the ER
diagram models the data used in or affected by the system. The two diagrams are related
through data; each data store in the DFD represents a corresponding data entity in the
ER diagram. Figure 2-15 presents the ER diagram for the DFD in Figure 2-13.

Flowcharts

A flowchart is a graphical representation of a system that describes the physical rela-
tionships between its key entities. Flowcharts can be used to represent manual activities,
computer processing activities, or both. A document flowchart is used to depict the ele-
ments of a manual system, including accounting records (documents, journals, ledgers,
and files), organizational departments involved in the process, and activities (both clerical
and physical) that are performed in the departments.

System flowcharts portray the computer aspects of a system. They depict the relation-
ships between input (source) data, transaction files, computer programs, master files, and
output reports produced by the system. System flowcharts also describe the type of media
being used in the system, such as magnetic tape, magnetic disks, and terminals.

The dichotomy between document flowcharts and system flowcharts reflects the di-
chotomy that traditionally existed between the manual and the computer aspects of an
information system. Today, the human—-machine interface is far more fluid than it was in
the past. For example, transactions may be entered into the system directly by end users,
processing often occurs in real time on the user’s desktop computer, and output may be
delivered to the user via a terminal rather than paper reports. Thus, modern systems are
composed of both manual and computer operations.

The flowcharting examples that follow will illustrate the use of traditional document
flowcharts to represent manual systems and the use of system flowcharts to describe systems
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that employ both manual and computer operations. Program flowcharts that describe the
internal logic of computer programs are explained last.

Document Flowcharts

To demonstrate the preparation of a document flowchart, let’s assume that an auditor
needs to flowchart a sales order system to evaluate its internal controls and procedures.
The auditor will begin by interviewing individuals involved in the sales order process to
determine what they do. This information will be captured in a set of facts similar to
those below. Keep in mind that the purpose here is to demonstrate flowcharting. Thus,
for clarity, the system facts are intentionally simplistic.

1. A clerk in the sales department receives customer orders by mail and prepares four
copies of a sales order.

2. Copy 1 of the sales order is sent to the credit department for approval. The other
three copies and the original customer order are filed temporarily, pending credit
approval.

3. The credit department clerk validates the customer’s order against credit records kept
in the credit department. The clerk signs Copy 1 to signify approval and returns it to
the sales clerk.

4. When the sales clerk receives credit approval, he or she files Copy 1 and the customer
order in the department. The clerk sends Copy 2 to the warehouse and Copies 3 and
4 to the shipping department.

5. The warehouse clerk picks the products from the shelves, records the transfer in the
stock records, and sends the products and Copy 2 to the shipping department.

6. The shipping department receives Copy 2 and the goods from the warehouse, attaches
Copy 2 as a packing slip, and ships the goods to the customer. Finally, the clerk files
Copies 3 and 4 in the shipping department.

Based on these facts, the auditor can create a flowchart of this partial system. It is impor-
tant to note that flowcharting is as much an art form as it is a technical skill, giving the
flowchart author a great deal of license. Nevertheless, the primary objective should be to
provide an unambiguous description of the system. With this in mind, certain rules and
conventions need to be observed:

1. The flowchart should be labeled to clearly identify the system that it represents.
2. The correct symbols should be used to represent the entities in the system.

3. All symbols on the flowchart should be labeled.
4

Lines should have arrowheads to clearly show the process flow and sequence of
events.

5. If complex processes need additional explanation for clarity, a text description
should be included on the flowchart or in an attached document referenced by the
flowchart.

Lay Out the Physical Areas of Activity. Remember that a flowchart reflects the physi-
cal system, which is represented as vertical columns of events and actions separated by
lines of demarcation. Generally, each of these areas of activity is a separate column with a
heading. From the system facts above, we see that there are four distinct areas of activity:
sales department, credit department, warehouse, and shipping department. The first step
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in preparing the flowchart is to lay out these areas of activity and label each of them. This
step is illustrated in Figure 2-16.

Transcribe the Written Facts into Visual Format. At this point we are ready to start
representing the system facts using visual objects. These will be selected from the symbol
set presented in Figure 2-17. We begin with the first stated fact:

1. A clerk in the sales department receives customer orders by mail and prepares four
copies of a sales order.

Figure 2-18 illustrates how this fact could be represented. The customer is the source
of the order but is not part of the system. The oval object is typically used to convey a
data source or recipient that is apart from the system being flowcharted. The document
symbol entering the sales department signifies the customer order and is labeled accord-
ingly. The bucket-shaped symbol represents a manual process. In this case, the clerk in
the sales department prepares four copies of the sales order. Notice that the clerk’s task,
not the clerk, is depicted. The arrows between the objects show the direction of flow
and the sequence of events.
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FIGURE 2-16 Flowchart Showing Areas of Activity
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FIGURE 2-17 Symbol Set for Document Flowcharts
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By transcribing each fact in this way, we systematically construct a flowchart. See

how the second and third facts restated below add to the flowchart in Figure 2-19.

2.

Copy 1 of the sales order is sent to the credit department for approval. The other
three copies and the original customer order are filed temporarily, pending credit
approval.

The credit department clerk validates the customer’s order against credit records kept
in the credit department. The clerk signs Copy 1 to signify approval and returns it to
the sales clerk.

Two new symbols are introduced in this figure. First, the upside-down triangle sym-

bol represents the temporary file mentioned in Fact 2. This is a physical file of paper
documents such as a drawer in a filing cabinet or desk. Such files are typically arranged
according to a specified order. To signify the filing system used, the file symbol will usu-
ally contain an “N” for numeric (invoice number), “C” for chronological (date), or “A”
for alphabetical order (customer name). Secondly, the parallelogram shape represents the
credit records mentioned in Fact 3. This symbol is used to depict many types of account-
ing records, such as journals, subsidiary ledgers, general ledgers, and shipping logs.

Having laid these foundations, let’s now complete the flowchart by depicting the

remaining facts.

4.

When the sales clerk receives credit approval, he or she files Copy 1 and the customer
order in the department. The clerk sends Copy 2 to the warehouse and Copies 3 and 4
to the shipping department.

The warehouse clerk picks the products from the shelves, records the transfer in the
stock records, and sends the products and Copy 2 to the shipping department.
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FIGURE 2-18 Flowchart Showing Areas of Activity

Sales Department Credit Department Warehouse Shipping Department
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Order
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6. The shipping department receives Copy 2 and the goods from the warebouse, attaches
Copy 2 as a packing slip, and ships the goods to the customer. Finally, the clerk files
Copies 3 and 4 in the shipping department.

The completed flowchart is presented in Figure 2-20. Notice the circular symbol labeled
“A.” This is an on-page connector used to replace flowchart lines that otherwise would
cause excessive clutter on the page. In this instance, the connector replaces the lines that
signify the movement of Copies 3 and 4 from the sales department to the shipping depart-
ment. Lines should be used whenever possible to promote clarity. Restricted use of con-
nectors, however, can improve the readability of the flowchart.

Notice also that the physical products or goods mentioned in Facts 4 and 5 are not
shown on the flowchart. The document (Copy 2) that accompanies and controls the
goods is shown. Some purists argue that a document flowchart should show only the
flow of documents, not physical assets. On the other hand, if showing the physical asset
improves the understandability of the flowchart, then its inclusion adds value.
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FIGURE 2-19 Flowchart Showing Areas of Activity
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Finally, for visual clarity, document flowcharts show the processing of a single trans-
action only. You should keep in mind that transactions usually pass through manual
procedures in batches (groups). Before moving on to the next documentation technique,
we need to examine some important issues related to batch processing.

Batch Processing

Batch processing permits the efficient management of a large volume of transactions.
A batch is a group of similar transactions (such as sales orders) that are accumulated
over time and then processed together. There are two general advantages to batch pro-
cessing. First, organizations improve efficiency by grouping together large numbers of
transactions into batches rather than processing each event separately. Thus a business
can achieve an efficient allocation of its processing resources by employing specialized,
cost-effective procedures to deal with these batches. Batch processing is an economical
method of high-volume transaction processing.



Part I Overview of Accounting Information Systems

m Flowchart Showing Areas of Activity
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Second, batch processing provides control over the transaction process. The accuracy
of the process can be established by periodically reconciling the batch against the control
figure. For example, assume that the total value of a batch of sales orders is $100,000.
This number can be recorded when the batch is first assembled and then recalculated at
various points during its processing. If an error occurs during processing (for example, a
sales order is lost), then the recalculated batch total will not equal the original batch total
and the problem will be detected.

Both of these advantages have implications for designing batch systems. The first is
that economies are derived from having batches that are as large as possible. The cost of
processing each transaction is reduced when the fixed costs of data processing are allo-
cated across a large number of transactions.

The second implication is that finding an error in a very large batch may prove dif-
ficult. When a batch is small, error identification is much easier. In designing a batch
system, the accountant should seek a balance between the economic advantage of large
batches and the troubleshooting advantage of small batches. There is no magic number
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for the size of a batch. This decision is based on a number of operational, business, and
economic factors. Among these are the volume of transactions, the competitiveness of
the industry, the normal frequency of errors, the financial implications of an undetected
error, and the costs of processing. Depending on these factors, a system might process
small batches (50 to 100 items) several times a day or an entire day’s activity as a single

batch.

System Flowcharts

We now examine the use of a system flowchart to represent a system that includes both
manual and computer processes. The symbol set used to construct the system flowchart
will come from Figure 2-17 and Figure 2-21. Again, our example is based on a sales order
system with the following facts:

1. A clerk in the sales department receives customer orders by mail and enters the
information into a computer terminal that is attached to a computer program in the
computer operations department. The original customer order is filed in the sales
department.

Facts 2, 3, and 4 relate to activities that occur in the computer operations department.

2. A computer program edits the transactions, checks the customers’ credit by referenc-
ing a credit bistory file, and produces a transaction file of sales orders.

3. The sales order transaction file is then processed by an update program that posts the
transactions to the AR and inventory files.

4. Finally, the update program produces three paper copies of the sales order. Copy 1 is
sent to the warehouse, and Copies 2 and 3 are sent to the shipping department.

5. The warehouse clerk picks the products from the shelves, records the transfer in the
stock records, and sends the products and Copy 1 to the shipping department.

6. The shipping department receives Copy 1 and the goods from the warehouse, attaches
Copy 1 as a packing slip, and ships the goods to the customer. Finally, the clerk files
Copies 2 and 3 in the shipping department.

FIGURE 2-21 Symbol Set for System Flowcharts
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Lay Out the Physical Areas of Activity. The flowcharting process begins by creating
a template that depicts the areas of activity similar to the one in Figure 2-16. The only
difference is that this system has a computer operations department and does not have a
credit department.

Transcribe the Written Facts into Visual Format. As with the document flowchart,
the next step is to systematically transcribe the written facts into visual objects. Figure 2-22
illustrates how Facts 1, 2, and 3 translate visually.

The customer, customer order, and file symbols in this flowchart are the same as in
the previous document flowchart example. The sales clerk’s activity, however, is now
automated, and the manual process symbol has been replaced with a computer terminal
symbol. Also, because this is a data input operation, the arrowhead on the flowchart line
points in the direction of the edit and credit check program. If the terminal was also used
to receive output (the facts do not specify such an operation), arrowheads would be on
both ends of the line.

m Flowchart Showing the Translation of Facts 1, 2, and 3 into Visual Symbols
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As with the document flowchart, the emphasis here is on the physical system. For example,
the terminal used by the sales clerk to enter customer orders is physically located in the sales
department, but the programs that process the transactions and the files that are used, created,
and updated by these events are stored in a separate computer operations department.

Notice how the flowchart line points from the credit history file to the edit program.
This indicates that the file is read (referenced) but not changed (updated) by the program.
In contrast, the interactions between the update program and the AR and inventory files
are two-way. Records are read by the program, updated to reflect the transactions, and
then written back to the files. The logic of a file update is explained later in the chapter.

Let’s now translate the remaining facts into visual symbols. The update program
in Fact 4 produces three hard-copy documents in the computer operations department,
which are then distributed to the warehouse and shipping departments. The activities
described in Facts 5 and 6 and the symbols that represent them are very similar to those
described in the previous document flowchart example. Figure 2-23 illustrates the com-
pleted system flowchart.

FIGURE 2-23 Flowchart Showing All Facts Translated into Visual Symbols
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Program Flowcharts

The system flowchart in Figure 2-23 shows the relationship between two computer pro-
grams, the files they use, and the outputs they produce. However, this level of documen-
tation does not provide the operational details that are sometimes needed. For example,
an auditor wishing to assess the correctness of the edit program’s logic cannot do so from
the system flowchart. This requires a program flowchart. The symbol set used for pro-
gram flowcharts is presented in Figure 2-24.

Every program represented in a system flowchart should have a supporting pro-
gram flowchart that describes its logic. Figure 2-25 presents the logic of the edit program
shown in Figure 2-26. A separate symbol represents each step of the program’s logic,
and each symbol represents one or more lines of computer program code. The connector
lines between the symbols establish the logical order of execution. Tracing the flowchart
downward from the start symbol, we see that the program performs the following logical
steps in the order listed:

1. The program retrieves a single record from the unedited transaction file and stores it
in memory.

2. The first logical test is to see if the program has reached the end-of-file (EOF) condition
for the transaction file. Most file structures use a special record or marker to indi-
cate an EOF condition. When EOF is reached, the edit program will terminate and
the next program in the system (in this case, the update program) will be executed.
As long as there is a record in the unedited transaction file, the result of the EOF test
will be “no” and process control is passed to the next logical step in the edit program.

3. Processing involves a series of tests to identify certain clerical and logical errors. Each
test, represented by a decision symbol, evaluates the presence or absence of a condi-
tion. For example, an edit test could be to detect the presence of alphabetic data in a
field that should contain only numeric data. We examine specific edit and validation
tests in Chapter 17.

4. Error-free records are sent to the edited transaction file.
Records containing errors are sent to the error file.
6. The program loops back to Step 1, and the process is repeated until the EOF condi-

tion is reached.

Accountants sometimes use program flowcharts to verify the correctness of program
logic. They compare flowcharts to the actual program code to determine whether the program
is actually doing what the documentation describes. Program flowcharts provide essential

FIGURE 2-24 Program Flowchart Symbols
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m Program Flowchart for Edit Program
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details for conducting information technology (IT) audits, which we examine in Chapters 15,
16, and 17.

Record Layout Diagrams

Record layout diagrams are used to reveal the internal structure of the records that con-
stitute a file or database table. The layout diagram usually shows the name, data type,
and length of each attribute (or field) in the record. Detailed data structure information
is needed for such tasks as identifying certain types of system failures, analyzing error
reports, and designing tests of computer logic for debugging and auditing purposes.
A simpler form of record layout, shown in Figure 2-27, suits our purposes best. This type
of layout shows the content of a record. Each data attribute and key field is shown in
terms of its name and relative location.
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Computer-Based Accounting Systems

The final section in this chapter examines alternative computer-based transaction pro-
cessing models. Computer-based accounting systems fall into two broad classes: batch
systems and real-time systems. A number of alternative configurations exist within each
of these classes. Systems designers base their configuration choices on a variety of con-
siderations. Table 2-1 summarizes some of the distinguishing characteristics of batch and

real-time processing that feature prominently in these decisions.
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TABLE 2-1 Characteristic Differences between Batch and Real-Time Processing

DATA PROCESSING METHODS

Distinguishing Feature | Batch Real-Time

Information Time Frame Lag exists between time when the Processing takes place when the

economic event occurs and when itis | economic event occurs.

recorded.

Resources Generally, fewer resources (hardware, | More resources are required than
programming, training) are required. for batch processing.

Operational Efficiency Certain records are processed after the | All records pertaining to the event
event to avoid operational delays. are processed immediately.

Differences between Batch and Real-Time Systems

Information Time Frame

Batch systems assemble transactions into groups for processing. Under this approach,
there is always a time lag between the point at which an economic event occurs and the
point at which it is reflected in the firm’s accounts. The amount of lag depends on the
frequency of batch processing. Time lags can range from minutes to weeks. Payroll pro-
cessing is an example of a typical batch system. The economic events—the application of
employee labor—occur continuously throughout the pay period. At the end of the period,
the paychecks for all employees are prepared together as a batch.

Real-time systems process transactions individually at the moment the event occurs.
As records are not grouped into batches, there are no time lags between occurrence and
recording. An example of real-time processing is an airline reservations system, which
processes requests for services from one traveler at a time while he or she waits.

Resources

Generally, batch systems demand fewer organizational resources (such as programming
costs, computer time, and user training) than real-time systems. For example, batch sys-
tems can use sequential files stored on magnetic tape. Real-time systems use direct access
files that require more expensive storage devices, such as magnetic disks. In practice, how-
ever, these cost differentials are disappearing. As a result, business organizations typically
use magnetic disks for both batch and real-time processing.

The most significant resource differentials are in the areas of systems development
(programming) and computer operations. As batch systems are generally simpler than
their real-time counterparts, they tend to have shorter development periods and are easier
for programmers to maintain. On the other hand, as much as 50 percent of the total pro-
gramming costs for real-time systems are incurred in designing the user interfaces. Real-
time systems must be friendly, forgiving, and easy to work with. Pop-up menus, online
tutorials, and special help features require additional programming and add greatly to the
cost of the system.
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Finally, real-time systems require dedicated processing capacity. Real-time systems
must deal with transactions as they occur. Some types of systems must be available
24 hours a day whether they are being used or not. The computer capacity dedicated to
such systems cannot be used for other purposes. Thus, implementing a real-time system
may require either the purchase of a dedicated computer or an investment in additional
computer capacity. In contrast, batch systems use computer capacity only when the pro-
gram is being run. When the batch job completes processing, the freed capacity can be
reallocated to other applications.

Operational Efficiency

Real-time processing in systems that handle large volumes of transactions each day can
create operational inefficiencies. A single transaction may affect several different accounts.
Some of these accounts, however, may not need to be updated in real time. In fact, the task
of doing so takes time that, when multiplied by hundreds or thousands of transactions,
can cause significant processing delays. Batch processing of noncritical accounts, however,
improves operational efficiency by eliminating unnecessary activities at critical points in the
process. This is illustrated with an example later in the chapter.

Efficiency versus Effectiveness

In selecting a data processing mode, the designer must consider the trade-off between
efficiency and effectiveness. For example, users of an airline reservations system cannot
wait until 100 passengers (an efficient batch size) assemble in the travel agent’s office
before their transactions are processed. When immediate access to current information is
critical to the user’s needs, then real-time processing is the logical choice. When time lags
in information have no detrimental effects on the user’s performance and operational effi-
ciencies can be achieved by processing data in batches, then batch processing is probably
the superior choice.

Alternative Data Processing Approaches

Legacy Systems versus Modern Systems

Not all modern organizations use entirely modern information systems. Some firms employ
legacy systems for certain aspects of their data processing. When legacy systems are used
to process financially significant transactions, auditors need to know how to evaluate
and test them. We saw in Chapter 1 that legacy systems tend to have the following distin-
guishing features: they are mainframe-based applications; they tend to be batch oriented;
early legacy systems use flat files for data storage, however, hierarchical and network
databases are often associated with later-era legacy systems. These highly structured and
inflexible storage systems promote a single-user environment that discourages informa-
tion integration within business organizations.

Modern systems tend to be client-server (network) based and process transactions
in real time. While this is the trend in most organizations, please note that many mod-
ern systems are mainframe based and use batch processing. Unlike their predecessors,
modern systems store transactions and master files in relational database tables. A major
advantage of database storage is the degree of process integration and data sharing that
can be achieved.

While legacy system configurations no longer constitute the defining features of
AIS, they are still of marginal importance to accountants. Therefore, for those who
seek further understanding of legacy system issues, detailed material on transaction
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processing techniques using flat-file structures is provided in Section B of the Appendix
to this chapter.

The remainder of the chapter focuses on modern system technologies used for pro-
cessing accounting transactions. Some systems employ a combination of batch and real-
time processing, while others are purely real-time systems. In several chapters that follow,
we will examine how these approaches are configured to support specific functions such
as sales order processing, purchasing, and payroll.

Updating Master Files from Transactions

Whether batch or real-time processing is being used, updating a master file record
involves changing the value of one or more of its variable fields to reflect the effects of
a transaction. Figure 2-28 presents record structures for a sales order transaction file
and two associated master files, AR and inventory. The primary key (PK)—the unique
identifier—for the inventory file is INVENTORY NUMBER. The primary key for accounts
receivable is ACCOUNT NUMBER. Notice that the record structure for the sales order
file contains a primary key (SALES ORDER NUMBER) and two secondary key (SK)
fields, ACCOUNT NUMBER and INVENTORY NUMBER. These secondary keys are
used for locating the corresponding records in the master files. To simplify the example,
we assume that each sale is for a single item of inventory. Chapter 9 examines database
structures in detail where we study the database complexities associated with more real-
istic business transactions.
The update procedure in this example involves the following steps:

1. A sales order record is read by the system.

2. ACCOUNT NUMBER is used to search the AR master file and retrieve the corre-
sponding AR record.

m Record Structures for Sales, Inventory, and Accounts Receivable Files
Record Structure for
(PK) (SK) (SK) Sales Orders Transaction File
g?cli?esr Account | Inventory | Quantity Unit Invoice
Number Number Sold Price Amount
Number
(PK) Record Structure for AR Master File
Account Name Address Current Credit PaLErlnS;nt Billing
Number Balance Limit y Date
Date
(PK) Record Structure for Inventory Master File
Inventory . Quantity | Reorder Vendor | Standard Total
Number Description on Hand Point EOQ Number Cost Cost
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3. The AR update procedure calculates the new customer balance by adding the value
stored in the INVOICE AMOUNT field of the sales order record to the CURRENT
BALANCE field value in the AR master record.

4. Next, INVENTORY NUMBER is used to search for the corresponding record in the
inventory master file.

5. The inventory update program reduces inventory levels by deducting the QUANTITY
SOLD value in a transaction record from the QUANTITY ON HAND field value in
the inventory record.

6. A new sales order record is read, and the process is repeated.

Database Backup Procedures

Each record in a database file is assigned a unique disk location or address (see Section
A of the chapter Appendix) that is determined by its primary key value. Because only
a single valid location exists for each record, updating the record must occur in place.
Figure 2-29 shows this technique.

In this example, an account receivable record with a $100 current balance is being
updated by a $50 sale transaction. The master file record is permanently stored at a disk
address designated Location A. The update program reads both the transaction record
and the master file record into memory. The receivable is updated to reflect the new
current balance of $150 and then returned to Location A. The original current balance,
value of $100, is destroyed when replaced by the new value, of $150. This technique is
called destructive update.

The destructive update approach leaves no backup copy of the original master file.
Only the current value is available to the user. To preserve adequate accounting records
in case the current master becomes damaged or corrupted, separate backup procedures,
such as those shown in Figure 2-30, must be implemented.

Prior to each batch update or periodically (for example, every 15 minutes), the mas-
ter file being updated is copied to create a backup version of the original file. Should the
current master be destroyed after the update process, reconstruction is possible in two

m Destructive Update Approach

Transaction File

AR
Master File

Read $50

Read $100
Update Program $

$100 + $50 = $150

Write $150 | Current Bal = $M|
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Backup and Recovery Procedures for Database Files

Backup Backup
Program ™\ Master
Update
Program Recovery
Program

stages. First, a special recovery program uses the backup file to create a pre-update ver-
sion of the master file. Second, the file update process is repeated using the previous batch
of transactions to restore the master to its current condition. Because of the potential risk
to accounting records, accountants are naturally concerned about the adequacy of all
backup procedures. In Chapter 15 we examine many issues related to file backup.

Batch Processing Using Real-Time Data Collection

A popular data processing approach, particularly for large operations, is to electronically
capture transaction data at the source as they occur. By distributing data input capabil-
ity to users, certain transaction errors can be prevented or detected and corrected at their
source. The result is a transaction file that is free from most of the errors that plague
older legacy systems. The transaction file is later processed in batch mode to achieve
operational efficiency. Figure 2-31 illustrates this approach with a simplified sales order
system such as that used in a department store. Key steps in the process are:

e The sales department clerk captures customer sales data pertaining to the item(s) being
purchased and the customer’s account.

*  The system then checks the customer’s credit limit from data in the customer record
(account receivable subsidiary file) and updates his or her account balance to reflect
the amount of the sale.

e Next the system updates the quantity on hand field in the inventory record (inventory
subsidiary file) to reflect the reduction in inventory. This provides up-to-date infor-
mation to other clerks as to inventory availability.

* A record of the sale is then added to the sales order file (transaction file), which is pro-
cessed in batch mode at the end of the business day. This batch process records each
transaction in the sales journal and updates the affected general ledger accounts.

You may be wondering at this point why the sales journal and general ledger accounts
are being processed in batch mode. Why not update them in real time along with the sub-
sidiary accounts? The answer is to achieve operational efficiency. We now examine what
that means.

Let’s assume that the organization using the sales order system configuration
illustrated in Figure 2-31 is large and capable of serving hundreds of customers concur-
rently. Also assume that 500 sales terminals are distributed throughout its many large
departments.
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FIGURE 2-31 Batch Processing with Real-Time Data Collection
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Each customer sale affects the following six accounting records:

e Customer account receivable (Subsidiary—unique)
e Inventory item (Subsidiary—almost unique)

e Inventory control (GL—common)

®  Account receivable control (GL—common)

e Sales (GL—common)

e Cost of good sold (GL—common)

To maintain the integrity of accounting data, once a record has been accessed for pro-
cessing, it is locked by the system and made unavailable to other users until its processing
is complete. Using the affected records above as an example, consider the implications
that this data-locking rule has on the users of the system.

When processing a customer account receivable subsidiary record, the rule has no im-
plications for other users of the system. Each user accesses only his or her unique record.
For example, accessing John Smith’s account does not prevent Mary Jones from accessing
her account. Updating the inventory subsidiary record is almost unique. Since it is possible
that both Mary Jones and John Smith are independently purchasing the same item at the
same time, Mary Jones may be kept waiting a few seconds until John Smith’s transaction
releases the lock on the inventory account. This will be a relatively rare event, and any
such conflicts will be of little inconvenience to customers. As a general rule, therefore,
master file records that are unique to a transaction such as customer accounts and indi-
vidual inventory records can be updated in real time without causing operational delays.

Updating the records in the general ledger is a different matter. All general ledger
accounts previously listed need to be updated by every sales transaction. If the process-
ing of John Smith’s transaction begins before Mary Jones’s, then she must wait until all
six records have been updated before her transaction can proceed. The 20- or 30-second
delay brought about by this conflict will, however, probably not inconvenience Mary
Jones. This problem becomes manifest as transaction volumes increase. A 20-second
delay in each of 500 customer transactions would create operational inefficiency on a
chaotic level. Each of the 500 customers must wait until the person ahead of him or her
in the queue has completed processing their transaction. The last person in the queue will
experience a delay of 500 X 20 seconds = 2% hours.

Real-Time Processing

Real-time systems process the entire transaction as it occurs. For example, a sales order
processed by the system in Figure 2-32 can be captured, filled, and shipped the same day.
Such a system has many potential benefits, including improved productivity, reduced in-
ventory, increased inventory turnover, decreased lags in customer billing, and enhanced
customer satisfaction. Because transaction information is transmitted electronically, phys-
ical source documents can be eliminated or greatly reduced.

Real-time processing is well suited to systems that process lower transaction volumes
and those that do not share common records. These systems make extensive use of local
area network (LAN) and wide area network (WAN) technology. Terminals at distributed
sites throughout the organization are used for receiving, processing, and sending infor-
mation about current transactions. These must be linked in a network arrangement so
users can communicate. The operational characteristics of networks are examined in
Chapter 12.
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Summa

This chapter divided the treatment of transaction processing systems into four major
sections. The first section provided an overview of transaction processing, showing its
vital role as an information provider for financial reporting, internal management report-
ing, and the support of day-to-day operations. To deal efficiently with large volumes
of financial transactions, business organizations group together transactions of similar
types into transaction cycles. Three transaction cycles account for most of a firm’s eco-
nomic activity: the revenue cycle, the expenditure cycle, and the conversion cycle. The
second section described the relationship among accounting records in both manual and
computer-based systems. The third section of the chapter presented an overview of docu-
mentation techniques used to describe the key features of systems. Accountants must be
proficient in using documentation tools to perform their professional duties. Six types of
documentation are commonly used for this purpose: data flow diagrams, entity relation-
ship diagrams, document flowcharts, system flowcharts, program flowcharts, and record
layout diagrams. Finally, the chapter examined two computer techniques used for trans-
action processing: (1) batch processing using real-time data collection and (2) real-time
processing. The section also examined the operational efficiency issues associated with
each configuration.

Section A: Secondary Storage

A computer’s secondary storage includes devices used to store and retrieve system soft-
ware, application software, and data on magnetic or optical media, such as magnetic
tape, hard or floppy disks, and CD-ROM:s.

Magnetic Tape

Most modern magnetic tape systems use reels that are similar to a VCR tape. A tape drive
is used to record bits of data onto magnetic tape by winding the tape from one reel to
the other and passing it across a read/write head. The tape drive reads and writes blocks
of data at a time. Each block is separated by an interblock gap, which instructs the tape
drive to stop reading or writing the data until another block is requested. Figure 2-33
shows records blocked together on a magnetic tape.

A byte of data (representing a character, digit, or special symbol) is recorded on the
tape across its width. (One byte equals eight binary digits, or bits. A bit is the smallest
possible unit of electronic information, with a value of either 0 or 1.) A logical sequence
of characters makes a field, and several fields make a record. The number of characters
that can be recorded on one inch of tape is known as the tape’s density. The highest-
capacity tape media are similar to the largest disk drives (1 terabyte in 2007).

Although seldom used for data processing these days, magnetic tape still offers some
important advantages as a secondary storage medium. For example, large amounts of data
can be stored on magnetic tape at a relatively low cost, and magnetic tape is reusable. The
primary disadvantage is that tapes record data sequentially, making data retrieval slower
than direct access storage media. Modern tape systems alleviate this problem by using a
form of indexing, where a separate lookup table provides the physical tape location for
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m Records Blocked on a Magnetic Tape

Interblock Gaps (IBG)

Blocks of Records

a given data block or by marking blocks with a tape mark that can be detected while
winding the tape at high speed.

Historically, tape has offered cost advantages over disk storage to make it a viable
solution for data backup. Rapid improvement in disk storage density, however, combined
with sluggish innovation in tape storage technologies, is eroding the market share of tape
storage devices.

Magnetic Disks

The data stored on magnetic disks (hard disks or floppy disks) are considered nonvola-
tile. The data will reside in a certain location on the magnetic surface until they are
replaced with different data or erased. Data can be recorded to magnetic disks using
either of the access methods described earlier.

To get the disk ready to receive data, its surface must be formatted. An operating
system utility program formats the disk by dividing it into circular tracks and wedge-
shaped sectors, which cut across the tracks. The number of bytes that can be stored at a
particular track and sector determines the disk’s density.

Disks are known as direct access storage devices because a piece of data can be
accessed directly on the disk. Database management systems and application software
work with the operating system to determine the location of the required data.

A disk has a rotating magnetic surface and a read—write head. The read—write head
is on an access arm that moves back and forth over the magnetic surface. The time that
elapses from when the operating system requests a piece of data to when it is read into
the computer is called access time. The access time of a particular hard disk is a function
of several factors: (1) the seek time—how fast the read—write head moves into position
over a particular track, (2) the switching time—the time needed to activate the read-
write head, (3) the rotational delay time—the time it takes to rotate the disk area under
the read—write head, and (4) the data transfer time—the time it takes for the data to be
transferred from the disk track to primary storage. Most microcomputer hard disks have
an access time of 5 to 60 milliseconds.

The file allocation table is an area on the disk that keeps track of the name of each
file, the number of bytes in the file, the date and time it was created, the type of file, and
its location (address) on the disk. A file may be stored in only one place on the disk, or it
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may be spread across several locations. In the latter case, the disk’s read—write head must
skip among various addresses to read the entire file into the primary memory.

We have used the term address several times to represent a disk storage location.
Let’s now examine the elements of a disk address.

Disk Address. As we have seen, the surface of a disk is divided into magnetized tracks
that form concentric circles of data. The floppy disk for a microcomputer may have 40
or 80 tracks on a surface, while the surface of a mainframe disk could contain several
hundred tracks. These tracks are logically divided into smaller blocks or record loca-
tions where data records reside. Each location is unique and has an address—a numerical
value. Depending on the disk’s size and density, hundreds or thousands of records may be
stored on a single track. Figure 2-34 shows data storage on a disk. For illustration pur-
poses, the physical size of the records is greatly exaggerated.

The concept of an address applies to all types of magnetic disks, including individual
floppy disks and hard disks used in microcomputers and the larger mainframe disk packs.
A difference lies in the way the disks are physically arranged. Mainframe disks are often

FIGURE 2-34 How Data Is Stored on a Disk
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stacked on top of one another in a disk-pack arrangement that resembles a stack of
phonograph records. Figure 2-35 illustrates this technique. The disks are mounted to a cen-
tral spindle that rotates at over 3,500 revolutions per minute. Each disk surface is provided
with a separate read-write head that is used for storing and retrieving data.

Data Storage on a Disk Pack. Every disk in a disk pack has two surfaces with the same
number of tracks on each surface. Figure 2-35 shows that Track 100 exists on the top
and bottom surfaces of each disk in the disk pack. Therefore, this disk pack containing
11 disks has 22 occurrences of Track 100. To protect the data from exposure to damage,
the very top and bottom surfaces of the disk pack are not used, yielding 20 data storage
surfaces for Track 100.

When viewed collectively, the same track on each surface in the disk pack is called a
cylinder. Therefore, in our example, Cylinder 100 contains 20 tracks of data. However,
the cylinders on a microcomputer’s floppy disk or hard disk contain only two tracks
because these disks have only two surfaces.

Locating a Record Based on Its Address. A disk address consists of three components:
the cylinder number, the surface number, and the record (or block) number. To find a
record, the system must know the numeric value for each of these components. For exam-
ple, if a record’s address is Cylinder 105, Surface 15, and Record Block 157, the record in
question could be directly accessed as follows: First, the disk-pack control device moves the
read-write heads into position above Track 105 on each surface (Cylinder 105). Next, it
activates the read-write head for Surface 15. Finally, as Record Block 157 passes under
the active read—write head, it is either read or written.

m A Hard Disk Pack

000 399
| Track 100
400 Cylinders £
Access Mechanism 11 Disks
10 Access Arms
20 Tracks
20 Read—-Write Heads (Cylinder 100)
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The key task in direct access storage and retrieval is ascertaining the record’s address.
This may be determined from tables or calculations based on its primary key. Several direct
access techniques are examined in Chapter 9.

Optical Disks

Optical disks are growing in popularity. The advantage of optical disks is that they can
store very large amounts of data. A compact disc, one type of optical disk, is as portable
as a floppy disk but can store more than 600 MB of data. There are several types of opti-
cal disk storage systems, including CD-ROM, WORM, and erasable optical disks.

A CD-ROM (compact disc read-only memory) is a secondary storage device that
contains data or programs imprinted by the manufacturer. However, the user cannot
write to (alter) the data on the CD because it is a read-only device. The WORM (write-
once, read-many) disk is a secondary storage device that allows the user to write to the
disk one time. An erasable optical disk allows the user to store and modify data on the
disk many times.

Section B: Legacy Systems

A defining feature of legacy systems is their use of flat files for data storage. The follow-
ing section presents a review of data structures and the flat-file processing techniques that
evolved from them. It then examines data processing methodologies that employ these
flat-file structures. The section concludes with a detailed explanation of the program logic
underlying flat-file update procedures.

Data Structures

Data structures constitute the physical and logical arrangement of data in files and
databases. Understanding how data are organized and accessed is central to understand-
ing transaction processing. Data structures have two fundamental components: organiza-
tion and access method. Organization refers to the way records are physically arranged
on the secondary storage device (for example, a disk). This may be either sequential or
random. The records in sequential files are stored in contiguous locations that occupy a
specified area of disk space. Records in random files are stored without regard for their
physical relationship to other records of the same file. In fact, random files may have
records distributed throughout a disk. The access method is the technique used to locate
records and to navigate through the database or file.

No single structure is best for all processing tasks, and selecting a structure involves
a trade-off between desirable features. The file operation requirements that influence the
selection of the data structure are listed in Table 2-2.

In the following section, we examine several data structures that are used in flat-
file systems. Recall from Chapter 1 that the flat-file model describes an environment in
which individual data files are not integrated with other files. End users in this environ-
ment own their data files rather than share them with other users. Data processing is
thus performed by stand-alone applications rather than integrated systems. The flat-file
approach is a single-view model that characterizes legacy systems in which data files are
structured, formatted, and arranged to suit the specific needs of the owner or primary
user of the system. Such structuring, however, may omit or corrupt data attributes that
are essential to other users, thus preventing successful integration of systems across the
organization.
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TABLE 2-2 Typical File Processing Operations

1. Retrieve a record from the file based on its primary key value.

2. Insert a record into a file.

3. Update a record in the file.

4. Read a complete file of records.

5. Find the next record in a file.

6. Scan a file for records with common secondary keys.

7. Delete a record from a file.

Sequential Structure

Figure 2-36 illustrates the sequential structure, which is typically called the sequential
access method. Under this arrangement, for example, the record with key value 1875
is placed in the physical storage space immediately following the record with key value
1874. Thus all records in the file lie in contiguous storage spaces in a specified sequence
(ascending or descending) arranged by their primary key.

Sequential files are simple and easy to process. The application starts at the begin-
ning of the file and processes each record in sequence. Of the file processing operations in
Table 2-2, this approach is efficient for Operations 4 and 5, which are, respectively, read-
ing an entire file and finding the next record in the file. Also, when a large portion of the
file (perhaps 20 percent or more) is to be processed in one operation, the sequential struc-
ture is efficient for record updating (Operation 3 in Table 2-2). Sequential files are not
efficient when the user is interested in locating only one or a few records on a file. A simple
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analogy can be made with an audio cassette. If you want to listen to only the tenth song
on the tape, you must fast-forward to the point at which you think the song is located
and then press the play button. Some searching is usually required to find the beginning
of the song. However, if you are interested in hearing all the songs on the tape, you can
simply play it from the beginning. An example of a sequential file application is payroll
processing, whereby 100 percent of the employee records on the payroll file are processed
each payroll period. Magnetic tape is a cheap, effective, and commonly used storage
medium for sequential files. Sequential files may also be stored on magnetic disks.

The sequential access method does not permit accessing a record directly. Applica-
tions that require direct access operations need a different data structure. The techniques
described next address this need.

Direct Access Structures

Direct access structures store data at a unique location, known as an address, on a hard
disk or floppy disk. The disk address is a numeric value that represents the cylinder,
surface, and block location on the disk.? The operating system uses this address to store
and retrieve the data record. Using our music analogy again, the direct access approach
is similar to the way songs are stored on a compact disc. If the listener chooses, he or she
can select a specific song directly without searching through all the other songs.

An important part of the direct access approach is in determining the disk address,
which is based on the record’s primary key. Bank account numbers, social security num-
bers, credit card numbers, and license plate numbers are examples of primary keys that are
translated into addresses to store and retrieve data by different business applications. The
following techniques are examples of data structures that have direct access capability.

Indexed Structure

An indexed structure is so named because, in addition to the actual data file, there exists
a separate index that is itself a file of record addresses. This index contains the numeric
value of the physical disk storage location (cylinder, surface, and record block) for each
record in the associated data file. The data file itself may be organized either sequentially
or randomly. Figure 2-37 presents an example of an indexed random file.

Records in an indexed random file are dispersed throughout a disk without regard
for their physical proximity to other related records. In fact, records belonging to the
same file may reside on different disks. A record’s physical location is unimportant as
long as the operating system software can find it when needed. Searching the index for the
desired key value, reading the corresponding storage location (address), and then moving
the disk read—write head to the address location accomplish this. When a new record is
added to the file, the data management software selects a vacant disk location, stores the
record, and adds the new address to the index.

The physical organization of the index itself may be either sequential (by key value)
or random. Random indexes are easier to maintain, in terms of adding records, because
new key records are simply added to the end of the index without regard to their sequence.
Indexes in sequential order are more difficult to maintain because new record keys must
be inserted between existing keys. One advantage of a sequential index is that it can be
searched rapidly. Because of its logical arrangement, algorithms can be used to speed the
search through the index to find a key value. This becomes particularly important for
large data files with associated large indexes.

3 For further explanation about disk addresses, see Section A of the chapter Appendix.
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FIGURE 2-37 Indexed Random File Structure

Physical Disk Storage Device
Index
Key Value Record

Address

1876 Cylinder, surface,
record #

1956 97, 14,128
2219 102, 03, 200
5521 06, 10, 501
1124 125, 02, 16
1872 200, 12, 350
2130 04, 06, 87

The principal advantage of indexed random files is in operations involving the pro-
cessing of individual records (Operations 1, 2, 3, and 6 in Table 2-2). Another advan-
tage is their efficient use of disk storage. Records may be placed wherever there is space
without concern for maintaining contiguous storage locations. However, random files are
not efficient structures for operations that involve processing a large portion of a file. A
great deal of access time may be required to access an entire file of records that are ran-
domly dispersed throughout the storage device. Sequential files are more efficient for this
purpose.

VSAM Structure

The virtual storage access method (VSAM) structure is used for very large files that require
routine batch processing and a moderate degree of individual record processing. For
instance, the customer file of a public utility company will be processed in batch mode
for billing purposes and directly accessed in response to individual customer queries.
Because of its sequential organization, the VSAM structure can be searched sequentially
for efficient batch processing. Figure 2-38 illustrates how VSAM uses indexes to allow
direct access processing.

The VSAM structure is used for files that often occupy several cylinders of contigu-
ous storage on a disk. To find a specific record location, the VSAM file uses a number of
indexes that describe in summarized form the contents of each cylinder. For example, in
Figure 2-38, we are searching for a record with the key value 2546. The access method
goes first to the overall file index, which contains only the highest key value for each
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Looking for Key 2546

Cylinder Index Surface Index
Cylinder 99
Key Cyl Key Surface
Range Num Range Num
Search Track 99
1100 97 2300 0 on Surface 3 of
2200 98 2400 1 Cylinder 99
sequentially. We
3300 99 2500 2 / do not have the
specific address
4400 100 2600 8 of Record (key) 2546.
. . 2700 4
9999 120 . o

cylinder in the file, and determines that Record 2546 is somewhere on Cylinder 99. A
quick scan of the surface index for Cylinder 99 reveals that the record is on Surface 3 of
Cylinder 99. VSAM indexes do not provide an exact physical address for a single record.
However, they identify the disk track on which the record in question resides. The last
step is to search the identified track sequentially to find the record with key value 2546.

The VSAM structure is moderately effective for Operations 1 and 3 in Table 2-2.
Because VSAM must read multiple indexes and search the track sequentially, the aver-
age access time for a single record is slower than the indexed sequential or indexed ran-
dom structures. Direct access speed is sacrificed to achieve very efficient performance in
Operations 4, 5, and 6.

The greatest disadvantage with the VSAM structure is that it does not perform
record insertion operations (Operation 2) efficiently. Because the VSAM file is organized
sequentially, inserting a new record into the file requires the physical relocation of all
the records located beyond the point of insertion. The indexes that describe this physi-
cal arrangement must, therefore, also be updated with each insertion. This is extremely
time consuming and disruptive. One method of dealing with this problem is to store new
records in an overflow area that is physically separate from the other data records in the
file. Figure 2-39 shows how this is done.

A VSAM file has three physical components: the indexes, the prime data storage area,
and the overflow area. Rather than inserting a new record directly into the prime area,
the data management software places it in a randomly selected location in the overflow
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area. It then records the address of the location in a special field (called a pointer) in the
prime area. Later, when searching for the record, the indexes direct the access method to
the track location on which the record should reside. The pointer at that location reveals
the record’s actual location in the overflow area. Thus accessing a record may involve
searching the indexes, searching the track in the prime data area, and finally searching the
overflow area. This slows data access time for both direct access and batch processing.

Periodically, the VSAM file must be reorganized by integrating the overflow records
into the prime area and then reconstructing the indexes. This involves time, cost, and
disruption to operations. Therefore, when a file is highly volatile (records are added or
deleted frequently), the maintenance burden associated with the VSAM approach tends
to render it impractical. However, for large, stable files that need both direct access and
batch processing, the VSAM structure is a popular option.

Hashing Structure

A hashing structure employs an algorithm that converts the primary key of a record
directly into a storage address. Hashing eliminates the need for a separate index. By cal-
culating the address, rather than reading it from an index, records can be retrieved more
quickly. Figure 2-40 illustrates the hashing approach.

This example assumes an inventory file with 100,000 inventory items. The algorithm
divides the inventory number (the primary key) into a prime number. Recall that a prime
number is one that can be divided only by itself and 1 without leaving a residual value.
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FIGURE 2-40 Hashing Technique with Pointer to Relocate the Collision Record
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Record # 705

Thus the calculation will always produce a value that can be translated into a storage
location. Hence, the residual 6.27215705 becomes Cylinder 272, Surface 15, and Record
705. The hashing structure uses a random file organization because the process of cal-
culating residuals and converting them into storage locations produces widely dispersed
record addresses.

The principal advantage of hashing is access speed. Calculating a record’s address
is faster than searching for it through an index. This structure is suited to applications
that require rapid access to individual records in performing Operations 1, 2, 3, and 6 in
Table 2-2.

The hashing structure has two significant disadvantages. First, this technique does not
use storage space efficiently. The storage location chosen for a record is a mathematical
function of its PK value. The algorithm will never select some disk locations because they
do not correspond to legitimate key values. As much as one-third of the disk pack may be
wasted.

The second disadvantage is the reverse of the first. Different record keys may gener-
ate the same (or similar) residual, which translates into the same address. This is called
a collision because two records cannot be stored at the same location. One solution to
this problem is to randomly select a location for the second record and place a pointer to
it from the first (the calculated) location. The dark arrow in Figure 2-40 represents this
technique.
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The collision problem slows access to records. Locating a record displaced in this
manner involves first calculating its theoretical address, searching that location, and then
determining the actual address from the pointer contained in the record at that location.
This has an additional implication for Operation 7 in Table 2-2—deleting a record from
a file. If the first record is deleted from the file, the pointer to the second (collision) record
will also be deleted and the address of the second record will be lost. This can be dealt
with in two ways: (1) After deleting the first record, the collision record can be physically
relocated to its calculated address, which is now vacant or (2) the first record is marked
deleted but is left in place to preserve the pointer to the collision record.

Pointer Structure

Figure 2-41 presents the pointer structure, which in this example is used to create a linked-
list file. This approach stores in a field of one record the address (pointer) of a related
record. The pointers provide connections between the records. In this example, Record
124 points to the location of Record 125; Record 125 points to 126; and so on. As each
record is processed, the computer program reads the pointer field to locate the next one.

FIGURE 2-41 A Linked-List File

First Record in the List
124 Data
Pointer to Record 125| Last Record in the List
E
128 Data (@)
F
126 Data
] L
127 Data
1
125 Data
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FIGURE 2-42 Types of Pointers

Physical Address Pointer
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The last record in the list contains an end-of-file marker. The records in this type of file
are spread over the entire disk without concern for their physical proximity with other
related records. Pointers used in this way make efficient use of disk space and are efficient
structures for applications that involve Operations 4, 5, and 6 in Table 2-2.

Types of Pointers. Figure 2-42 shows three types of pointers: physical address, relative
address, and logical key pointers. A physical address pointer contains the actual disk
storage location (cylinder, surface, and record number) that the disk controller needs.
This physical address allows the system to access the record directly without obtaining
further information. This method has the advantage of speed, since it does not need to be
manipulated further to determine a record’s location. However, it also has two disadvan-
tages: First, if the related record is moved from one disk location to another, the pointer
must be changed. This is a problem when disks are periodically reorganized or copied.
Second, the physical pointers bear no logical relationship to the records they identify. If a
pointer is lost or destroyed and cannot be recovered, the record it references is also lost.

A relative address pointer contains the relative position of a record in the file.
For example, the pointer could specify the 135th record in the file. This must be further
manipulated to convert it to the actual physical address. The conversion software cal-
culates this by using the physical address of the beginning of the file, the length of each
record in the file, and the relative address of the record being sought.

Record 1

CYL 121

Surface 05 Next Record
Record 750

Relative Address Pointer

Physical Address

Logical Key Pointer

135 First record
[}
[}
[ ]
Conversion _
Routine Record 135 Seql_JennaI
File
Pointer to 135th °
Record in the File PS
Last Record

Key Hashing Record
9631 Algorithm 9631
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A logical key pointer contains the primary key of the related record. This key value is
then converted into the record’s physical address by a hashing algorithm.

Batch Processing Using Sequential Files

The most basic computer-processing configuration is batch mode using sequential file
structures. Figure 2-43 illustrates this method.

Each program in a batch system is called a run. In this example, there is an edit run,
an AR file update run, an inventory file update run, and two intermediate sort runs. The
entire file or batch of records is processed through each run before it moves to the next
run. When the last run finishes processing the batch, the session terminates.

A prominent feature of this system is the use of sequential files, which are simple to
create and maintain. Although sequential files are still used by organizations for backup

FIGURE 2-43 Batch System Using Sequential Files
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purposes, their presence in data processing is declining. This file structure is effective for
managing large files, such as those used by federal and state agencies that have a high
activity ratio. The activity ratio of a file is defined as the percentage of records on the file
that are processed each time the file is accessed. For example, a federal payroll file has an
activity ratio of 1:1. Each time the payroll file is accessed (payday), all the records on it
are processed because everyone gets a paycheck.

The sequential files in the system shown in Figure 2-43 are represented in the flow-
chart as tapes, but remember that disks are also a common medium for sequential files.
The operational description that follows applies equally to both types of media.

Keystroke

The first step in this process is keystroke. In this example, clerks transcribe source docu-
ments (sales orders) to magnetic tape for processing later. The transaction file created in
this step contains data about customer sales. These data are used to update the appropri-
ate customer and inventory records. As an internal control measure, the keystroke clerks
calculate control totals for the batch based on the total sales amount and total number
of inventory items sold. The system uses this information to maintain the integrity of the
process. After every processing run, control totals are recalculated and compared to the
previously calculated value. Thus if a record is incompletely processed, lost, or processed
more than once, the batch totals calculated after the run will not equal the beginning
batch totals. Once the system detects an out-of-balance condition, it sends error reports
to users and data control personnel.

Edit Run

At a predetermined time each day, the data processing department executes this batch
system. The edit program is the first to be run. This program identifies clerical errors in
the batch and automatically removes these records from the transaction file. Error records
go to a separate error file, where an authorized person corrects and resubmits them for
processing with the next day’s batch. The edit program recalculates the batch total to reflect
changes due to the removal of error records. The resulting clean transaction file then
moves to the next program in the system.

Sort Runs

Before updating a sequential master file, the transaction file must be sorted and placed in
the same sequence as the master file. Figure 2-44 presents record structures for the sales
order transaction file and two associated master files, accounts receivable and inventory.

Notice that the record structure for the sales order file contains a PK—a unique
identifier—and two SK fields, ACCOUNT NUMBER and INVENTORY NUMBER.
ACCOUNT NUMBER is used to identify the customer account to be updated in the AR
master file. INVENTORY NUMBER is the key for locating the inventory record to be
updated in the inventory master file. To simplify the example, we assume that each sale is
for a single item of inventory. Because the AR update run comes first in the sequence, the
sales order file must first be sorted by ACCOUNT NUMBER and then sorted by INVEN-
TORY NUMBER to update inventory.

Update Runs

Updating a master file record involves changing the value of one or more of its variable
fields to reflect the effects of a transaction. The system in our example performs two sepa-
rate update procedures. The AR update program recalculates customer balances by adding
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FIGURE 2-44 Record Structures for Sales, Inventory, and Accounts Receivable Files
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the value stored in the INVOICE AMOUNT field of a transaction record to the CURRENT
BALANCE field value in the associated AR record. The inventory update program reduces
inventory levels by deducting the QUANTITY SOLD value of a transaction record from
the QUANTITY ON HAND field value of the associated inventory record.

Sequential File Backup Procedures

An important characteristic of the sequential file update process is that it produces a
new physical master file. The new file contains all of the records from the original file,
including those that were updated by transactions and those that were not updated. The
original master continues to exist. This feature provides an automatic backup capability
called the grandparent—parent—child approach. The parent is the original master file, and
the child is the newly created (updated) file. With the next batch of transactions, the child
becomes the parent, the original parent becomes the grandparent (the backup), and a
new child is created. Should the current master file (the child) become lost, damaged, or
corrupted by erroneous data, a new child can be created from the original parent and the
corresponding transaction file.

Batch Processing Using Direct Access Files

Changing the file structures from sequential to direct access greatly simplifies the system.
Figure 2-45 shows a system that is functionally equivalent to the one presented in Figure 2-43
but has been redesigned to use direct access files. Notice the use of disk symbols to repre-
sent direct access storage device (DASD) media.

The shift to direct access files causes two noteworthy changes to this system. The first
is the elimination of the sort programs. A disadvantage of sequential file updating is the
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FIGURE 2-45 Batch Processing Using Direct Access Files
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need to sort the transaction file before each update run. Sorting consumes a good deal of
computer time and is error-prone when very large files are involved. Using direct access
files eliminates the need to sort transactions into a predetermined sequence.

The second change is the elimination of automatic file backup in this system. Direct
access update does not produce a new physical master as a by-product of the process.
Instead, changes to field values are made to the original physical file. Providing file backup
requires separate procedures.

Direct Access File Update and Backup Procedures

Each record in a direct access file is assigned a unique disk location or address that is
determined by its key value. Because only a single valid location exists for each record,
updating the record must occur in place of a destructive update approach similar to that for
database tables. See Figure 2-29 and the associated discussion in the chapter for details.

Direct access file backup issues are also similar to modern database systems. Because
the destructive update approach leaves no backup copy of the original master file, only
the current value is available to the user. If the current master becomes damaged or cor-
rupted in some way, no backup version exists from which to reconstruct the file. To
preserve adequate accounting records, special backup procedures need to be implemented
like those illustrated in Figure 2-30.
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General Logic for File Update
Sequential File Update

The logic of a sequential file update procedure is based on the following assumptions and
conditions:

1. The transaction (T) file contains fewer records than the master (M) file. An organiza-
tion may have thousands of customers listed in its customer (accounts receivable) file,
but only a small percentage of these customers actually purchased goods during the
period represented by the current batch of transactions.

2. More than one transaction record may correspond to a given master file record. For
example, a department store sells its RCA 27-inch TV to several customers during a
one-day special offer. All of these transactions are separate records in the batch and
must be processed against the same inventory master file record.

Both transaction file and master file must be in the same sequential order. For pur-
poses of illustration, we will assume this to be ascending order.

(O8]

4. The master file is presumed to be correct. Therefore, any sequencing irregularities
are presumed to be errors in the transaction file and will cause the update process to
terminate abnormally.

With these assumptions in mind, let’s walk through the update logic presented in
Figure 2-46. This logic is divided into three sections: start-up, update loop, and end
procedures.

Start-Up

The process begins by reading the first transaction (T) and the first master (M) record
from their respective files in the computer’s memory. The T and M records in memory
are designated as the current records.

Update Loop

The first step in the update loop is to compare the key fields of both records. One of three
possible conditions will exist: T=M, T > M, or T < M.

T = M. When the key of T is equal to that of M, the transaction record matches the mas-
ter record. Having found the correct master, the program updates the master from the
transaction. The update program then reads another T record and compares the keys. If
they are equal, the master is updated again. This continues until the key values change;
recall that under Assumption 2, there may be many Ts for any M record.

T > M. The normal change in the key value relationship is for T to become greater than
M. This is so because both T and M are sorted in ascending order (Assumption 3). The
T > M relation signifies that processing on the current master record is complete. The
updated master (currently stored in computer memory) is then written to a new master
file—the child—and a new M record is read from the original (parent) file.

Because the transaction file represents a subset of the master (Assumption 1), there
normally will be gaps between the key values of the transaction records. Figure 2-47
illustrates this with sample transactions and corresponding master file records. Notice the
gap between Key 1 and Key 4 in the transaction file. When Key 4 is read into memory,
the condition T > M exists until Master Record 4 is read. Before this, Master Records
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FIGURE 2-46 Program Flowchart of Sequential File Update Logic
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2 and 3 are read into memory and then immediately written to the new master without
modification.

T < M. The T < M key relationship signifies an error condition. The key of the current
T record should only be smaller than that of the current M record if a T record is out
of sequence (Assumption 4). For an illustration, refer to Figure 2-47. Notice that the
record with Key Value 10 in the transaction file is out of sequence. This goes undetected
until the next T record (Key 7) is read. At this point, the computer’s memory contains
M Record 10 (M10), and the previous M records (M6 through M9) have been read and
then written, unchanged, to the new master. Reading Record T7 produces the condition
T < M. It is now impossible to update Records M7 and M9 from their corresponding
T records. The sequential file update process can only move forward through the files.
Skipped records cannot be recovered and updated out of sequence. Because of this, the
update process will be incomplete, and the data processing department must execute spe-
cial error procedures to remedy the problem.
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FIGURE 2-47 Sample Transactions and Master File Records
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End Procedures

When the last T record is read and processed, the update loop procedure is complete.
This is signaled by a special EOF record in the transaction file. At this point, one of two
possible conditions will exist:

1. The M record in memory is the last record on the M file, or

2. There are still unprocessed records on the M file.

Assuming the second condition is true, the remaining records on the M file must be
copied to the new master file. Some file structures indicate EOF with a record contain-
ing high key values (that is, the key field is filled with 9s) to force a permanent T > M
condition, in which case all remaining M records will be read and copied to the new file.
Other structures use a special EOF marker. The logic in this example assumes the latter
approach. When the EOF condition is reached for the master and all the M records are
copied, the update procedure is terminated.
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FIGURE 2-48 Logic for Direct Access File Update
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Direct Access File Update

Figure 2-48 presents the general logic for updating direct access files. The two sample files
of data provided will be used to illustrate this process. Notice that this logic is simpler
than that used for sequential files. There are three reasons for this. First, because record
sequencing is irrelevant, the logic does not need to consider the relationship between the
T and M key values. Consequently, the update program does not need to deal explicitly
with the problem of multiple T records for a given M record. Second, unprocessed master
records are not copied to a new master file. Third, complex procedures for searching the
master file and retrieving the desired M record are performed by the computer’s operat-
ing system rather than by the update program.

The transaction file in Figure 2-48 is read from top to bottom. Each record is pro-
cessed as it is encountered and without regard for its key sequence. First, T9 is read into
memory. The operating system then searches for and retrieves the corresponding record
(M9) from the master file. The current record is updated in memory and immediately
written back to its original location on the master file. Records T2, T35, and T3 are all
processed in the same manner. Finally, the second T9 transaction is processed just as the
first, resulting in M9 being updated twice.
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Review Questions

1. What three transaction cycles exist in all
businesses?

2. Name the major subsystems of the expenditure
cycle.

3. Identify and distinguish between the physical
and financial components of the expenditure
cycle.

4. Name the major subsystems of the conversion
cycle.

5. Name the major subsystems of the revenue
cycle.

(o)

. Name the three types of documents.

~

. Name the two types of journals.

[oe]

. Distinguish between a general journal and
journal vouchers.

9. Name the two types of ledgers.
10. What is an audit trail?
11. What is the confirmation process?

12. Computer-based systems employ four types of
files. Name them.

13. Give an example of a record that might comprise
each of the four file types found in a computer-
based system.

14. What is the purpose of a digital audit trail?

15. Give an example of how cardinality relates to
business policy.

16. Distinguish between entity relationship diagrams,
data flow diagrams, document flowcharts, and
system flowcharts.

17. What is meant by cardinality in entity relation-
ship diagrams?

18. For what purpose are ER diagrams used?

19. What is an entity?

20. Distinguish between batch and real-time
processing.

21. Distinguish between the sequential file and
database approaches to data backup.
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22.

23.

24.

25.
26.

27.

28.

29.

Chapter 2

Is a DFD an effective documentation technique
for identifying who or what performs a partic-
ular task? Explain.

Is a flowchart an effective documentation tech-
nique for identifying who or what performs a
particular task? Explain.

How may batch processing be used to improve
operational efficiency?

Why might an auditor use a program flowchart?
How are system flowcharts and program flow-
charts related?

What are the distinguishing features of a leg-
acy system?

What are the two data processing approaches
used in modern systems?

How is backup of database files accomplished?

Discussion Questions

1.

10.

Discuss the flow of cash through the transac-
tion cycles. Include in your discussion the rel-
evant subsystems and any time lags that may
occur.

Explain whether the cost accounting system pri-
marily supports internal or external reporting.

. Discuss the role of the conversion cycle for

service and retailing entities.

Can a turnaround document contain informa-
tion that is subsequently used as a source doc-
ument? Why or why not?

. Would the write-down of obsolete inventory

be recorded in a special journal or the general
journal? Why?
Are both registers and special journals necessary?

Discuss the relationship between the balance
in the accounts payable general ledger control
account and what is found in the accounts
payable subsidiary ledger.

. What role does the audit trail play in the task

of confirmation?
Explain how the magnetic audit trail functions.

Are large batch sizes preferable to small batch
sizes? Explain.
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31.

32.

33.

34.

35.

36.

11.

12.

13.

14.

15.

16.

17.
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What information is provided by a record lay-
out diagram?

In one sentence, what does updating a master
file record involve?

Comment on the following statement: “Legacy
systems always use flat-file structures.”

Explain the technique known as destructive
update.

What factor influences the decision to employ
real-time data collection with batch updat-
ing rather that purely real-time processing?
Explain.

What are the advantages of real-time data
processing?

What are the advantages of real-time data
collection?

Discuss why an understanding of legacy sys-
tem technologies is of some importance to
auditors.

If an organization processes large numbers of
transactions that use common data records,
what type of system would work best (all else
being equal)?

If an organization processes transactions that
have independent (unique) data needs, what
type of system would work best (all else being
equal)?

Explain how a hashing structure works and
why it’s quicker than using an index. Give an
example. If it’s so much faster, why isn’t it
used exclusively?

Describe a specific accounting application that
could make use of a VSAM file.

Explain the following three types of pointers:
physical address pointer, relative address pointer,
and logical key pointer.

Should an auditor wishing to assess the
adequacy of separation of functions examine a
data flow diagram, a document flowchart, or a
system flowchart? Why?
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1. Which statement is not true?

a.

Business activities begin with the acquisi-
tion of materials, property, and labor in ex-
change for cash.

The conversion cycle includes the task of
determining raw materials requirements.

. Manufacturing firms have a conversion

cycle but retail firms do not.

. A payroll check is an example of a product

document of the payroll system.

. A journal voucher is actually a special source

document.

2. A documentation tool that depicts the physi-
cal flow of information relating to a particular
transaction through an organization is a

oan oo

€.

document flowchart.
program flowchart.
decision table.

work distribution analysis.
systems survey.

3. Sequential file processing will not permit

a.
b.
c.
d.

c.

data to be edited on a separate computer run.
the use of a database structure.

data to be edited in an offline mode.

batch processing to be initiated from a
terminal.

data to be edited on a real-time basis.

4. The production subsystem of the conversion
cycle includes all of the following EXCEPT

a.
b.
C.

d.

determining raw materials requirements.
make or buy decisions on component parts.
release of raw materials into production.
scheduling the goods to be produced.

5. Which of the following files is a temporary file?

a.
b.
C.

d.

transaction file
master file
reference file
none of the above

6. A documentation tool used to represent the
logical elements of a system is a(n)

a.
b.
C.

d.

programming flowchart.
entity relationship diagram.
document flowchart.

data flow diagram.

10.

11.
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. Which of the following is NOT an advan-

tage of real-time processing files over batch

processing?

a. shorter transaction processing time

b. reduction of inventory stocks

c. improved customer service

d. all are advantages

. Which statement is NOT correct?

a. Legacy systems may process financially sig-
nificant transactions.

b. Some legacy systems use database
technology.

¢. Mainframes are exclusive to legacy systems,
while modern systems use only the client-
server model.

d. All the above are true.

. Which statement is NOT correct?

a. Indexed random files are dispersed
throughout the storage device without re-
gard for physical proximity with related
records.

b. Indexed random files use disk storage space
efficiently.

c. Indexed random files are efficient when pro-
cessing a large portion of a file at one time.

d. Indexed random files are easy to maintain

in terms of adding records.

Which statement is NOT correct? The indexed
sequential access method

a.

b.

is used for very large files that need both
direct access and batch processing.

may use an overflow area for records.

c. provides an exact physical address for each

d.

record.

is appropriate for files that require few
insertions or deletions.

Which statement is true about a hashing
structure?

a.

b.

g

The same address could be calculated for
two records.

Storage space is used efficiently.
Records cannot be accessed rapidly.

. A separate index is required.
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12. In a hashing structure

a. two records can be stored at the same
address.

b. pointers are used to indicate the location of
all records.

c. pointers are used to indicate location of a
record with the same address as another
record.

d. all locations on the disk are used for record
storage.
13. An advantage of a physical address pointer is
that

a. it points directly to the actual disk storage
location.

b. it is easily recovered if it is inadvertently
lost.

c. it remains unchanged when disks are
reorganized.

d. all of the above are advantages of the physi-
cal address pointer.
14. Which of the following is NOT true of a turn-
around document?
a. They may reduce the number of errors
made by external parties.
b. They are commonly used by utility compa-
nies (gas, power, water).
c. They are documents used by internal par-
ties only.
d. They are both input and output documents.
15. Which of the following is NOT a true statement?

a. Transactions are recorded on source docu-
ments and are posted to journals.

1. Transaction Cycle Identification
Categorize each of the following activities
into the expenditure, conversion, or revenue
cycles and identify the applicable subsystem.
a. preparing the weekly payroll for manufac-

turing personnel
b. releasing raw materials for use in the man-
ufacturing cycle

d.

. Transactions are recorded in journals and

are posted to ledgers.

. Infrequent transactions are recorded in the

general journal.
Frequent transactions are recorded in spe-
cial journals.

16. Which of the following is true of the relation-
ship between subsidiary ledgers and general
ledger accounts?

a.
b.

C.

The two contain different and unrelated data.
All general ledger accounts have subsidiaries.
The relationship between the two provides
an audit trail from the financial statements
to the source documents.

The total of subsidiary ledger accounts usu-
ally exceeds the total in the related general
ledger account.

17. Real-time systems might be appropriate for all
of the following EXCEPT

a.

o a0 o

airline reservations.

payroll.

point-of-sale transactions.

air traffic control systems.

all of these applications typically utilize
real-time processing.

18. U is the document flowchart symbol for:

o a0 op

on-page connector.
off-page connector.
home base.
manual operation.
document.

recording the receipt of payment for goods

sold

recording the order placed by a customer

e. ordering raw materials

determining the amount of raw materials
to order
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. Types of Files

For each of the following records, indicate the
appropriate related file structure: master file,
transaction file, reference file, or archive file.

customer ledgers

. purchase orders

list of authorized vendors

. records related to prior pay periods
vendor ledgers

o a0 oo

hours each employee has worked during
the current pay period

g. tax tables

h. sales orders that have been processed and
recorded

. Document Flowchart

Figure 2-4 illustrates how a customer order is
transformed into a source document, a prod-
uct document, and a turnaround document.
Develop a similar flowchart for the process of
paying hourly employees. Assume time sheets
are used and the payroll department must total
the hours. Each hour worked by any employee
must be charged to some account (a cost cen-
ter). Each week, the manager of each cost
center receives a report listing the employee’s
name and the number of hours charged to this
center. The manager is required to verify that
this information is correct by signing the form
and noting any discrepancies, then sending this
form back to payroll. Any discrepancies noted
must be corrected by the payroll department.

. Entity Relationship Diagram

Shown above is a partial ER diagram of a pur-
chase system. Describe the business rules rep-
resented by the cardinalities in the diagram.

. Entity Relationship Diagram
Refer to the ER diagram in Problem 4.

Modify the diagram to deal with payments
of merchandise purchased. Explain the business
rules represented by the cardinalities in the dia-
gram. (You may wish to refer to Chapter 5.)

. Entity Relationship Diagram

Prepare an ER diagram, in good form, for the ex-
penditure cycle, which consists of both purchas-
ing and cash disbursements. Describe the business

Overview of Accounting Information Systems
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Problem: 4
Entity Relationship Diagram

Updates | Contains
™ nventory 1
M
1
Supplier 1
M M M
. Is Associated with
Receiving Purchase
Report 1 1 Order

10.

rules represented by the cardinalities in the dia-
grams. (You may wish to refer to Chapter 4.)

System Flowchart

Using the diagram on the following page, an-

swer the following questions:

a. What do Symbols 1 and 2 represent?

b. What does the operation involving Symbols
3 and 4 depict?

c. What does the operation involving Symbols
4 and 5 depict?

d. What does the operation involving Sym-
bols 6, 8, and 9 depict?

. System Flowchart

Analyze the system flowchart on the follow-
ing page and describe in detail the processes
that are occurring.

System Flowcharts and Program
Flowchart

From the diagram in Problem 8, identify three
types of errors that may cause a payroll record
to be placed in the error file. Use a program
flowchart to illustrate the edit program.

Data Flow Diagram

Data Flow diagrams employ four different
symbols. What are these symbols and what
does each symbol represent?
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Problem: 7 Problem: 8
System Flowchart System Flowchart

Symbol 6

Symbol 2

Symbol 3

3
Symbol 4 —>

Symbol 6 |

Symbol 7 Symbol 10

Symbol

S AT

Symbol

11

12.

. Transaction Cycle Relationship
Refer to Figure 2-1, which provides a generic
look at relationships between transaction
cycles. Modify this figure to reflect the trans-
action cycles you might find at a dentist’s
office.

System Documentation—Expenditure
Cycle

The following describes the expenditure cycle
procedures for a hypothetical company.

The inventory control clerk examines the
inventory records for items that must be replen-
ished and prepares a two-part purchase requi-
sition. Copy 1 of the requisition is sent to the
purchasing department and Copy 2 is filed.

Upon receipt of the requisition, the pur-
chasing clerk selects a supplier from the valid
vendor file (reference file) and prepares a
three-part purchase order. Copy 1 is sent to
the supplier, Copy 2 is sent to the accounts
payable department where it is filed tempo-
rarily, and Copy 3 is filed in the purchases
department.

Enter
Data

Payroll
Data

Employee
Master File

Cost Center
Master File

Edit

Enter
Corrections

Edited
Transactions

Employee
Master File

Update

Cost Center
Master File

Edited
JTransactions

Paychecks
/ _/——
Report
Program
Reports
/——

A few days after the supplier ships the
order, the goods arrive at the receiving depart-
ment. They are inspected, and the receiving
clerk prepares a three-part receiving report
describing the number and quality of the items
received. Copy 1 of the receiving report accom-
panies the goods to the warehouse, where they
are secured and the receiving report is filed.
Copy 2 is sent to inventory control, where the
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clerk posts it to the inventory records and files
the document. Copy 3 is sent to the accounts
payable department, where it is filed with the
purchase order.

A day or two later, the accounts payable
(AP) clerk receives the supplier’s invoice (bill)
for the items shipped. The clerk pulls the pur-
chase order and receiving report from the tem-
porary file and compares the quantity ordered,
quantity received, and the price charged. After
reconciling the three documents, the clerk enters
the purchase in the purchases journal and posts
the amount owed to the accounts payable sub-
sidiary account.

On the payment due date, the AP clerk
posts to the AP subsidiary account to remove
the liability and prepares a voucher autho-
rizing payment to the vendor. The voucher
is then sent to the cash disbursements clerk.
Upon receipt of the voucher, the cash dis-
bursements clerk prepares a check and sends
it to the supplier. The clerk records the check
in the check register and files a copy of the
check in the department filing cabinet.

Required:

Prepare a data flow diagram and a document
flowchart of the expenditure cycle procedures
previously described.

Record Structures for Receipt of Items
Ordered

Refer to Figure 2-28 and the discussion
about updating master files from transaction
files. The discussion presents the record struc-
tures for a sales transaction. Prepare a dia-
gram (similar to Figure 2-28) that presents the
record structure for the receipt (Receiving
Report) of items ordered. Presume a purchase
order file exists and will be updated through
information collected via a receiving report.
Further, presume the purchase was made on

14.

15.
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account and involves the receipt of inventory
items.

System Documentation—Payroll
The following describes the payroll proce-
dures for a hypothetical company.

Every Thursday, the timekeeping clerk
sends employee time cards to the payroll
department for processing. Based on the
hours worked reflected on the time cards,
the employee pay rate and withholding
information in the employee file, and the tax
rate reference file, the payroll clerk calculates
gross pay, withholdings, and net pay for each
employee. The clerk then prepares paychecks
for each employee, files copies of the paychecks
in the payroll department, and posts the earn-
ings to the employee records. Finally, the clerk
prepares a payroll summary and sends it and
the paychecks to the cash disbursements (CD)
department.

The CD clerk reconciles the payroll sum-
mary with the paychecks and records the trans-
action in the cash disbursements journal. The
clerk then files the payroll summary and sends
the paychecks to the treasurer for signing.

The signed checks are then sent to the pay-
master, who distributes them to the employees
on Friday morning.

Required:
Prepare a data flow diagram and a flowchart
of the payroll procedures previously described.

System Documentation—Payroll

Required:
Assuming the payroll system described in
Problem 14 uses database files and com-
puter processing procedures, prepare a data
flow diagram, an ER diagram, and a systems
flowchart.
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16.

17.

Access Methods

For each of the following file processing

operations, indicate whether a sequential file,

indexed random file, virtual storage access

method (VSAM), hashing, or pointer struc-

ture would work best. You may choose as

many as you wish for each step. Also indicate

which would perform the least optimally.

a. Retrieve a record from the file based on its
primary key value.

. Update a record in the file.

Read a complete file of records.

. Find the next record in a file.

Insert a record into a file.

Delete a record from a file.

W mo a0 o

Scan a file for records with secondary keys.

File Organization

For the following situations, indicate the most

appropriate type of file organization. Explain

your choice.

a. Alocal utility company has 80,000 residen-
tial customers and 10,000 commercial cus-
tomers. The monthly billings are staggered
throughout the month and, as a result, the
cash receipts are fairly uniform throughout
the month. For 99 percent of all accounts,
one check per month is received. These
receipts are recorded in a batch file, and
the customer account records are updated
biweekly. In a typical month, customer in-
quiries are received at the rate of about 20
per day.

b. A national credit card agency has 12 million
customer accounts. On average, 30 million
purchases and 700,000 receipts of payments
are processed per day. Additionally, the cus-
tomer support hotline provides information
to approximately 150,000 credit card hold-
ers and 30,000 merchants per day.

c. An airline reservations system assumes
that the traveler knows the departing city.
From that point, fares and flight times are
examined based on the destination. When
a flight is identified as being acceptable to
the traveler, the availability is checked and,

18.

19.
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if necessary, a seat is reserved. The volume
of transactions exceeds one-half million
per day.

d. A library system stocks over 2 million
books and has 30,000 patrons. Each
patron is allowed to check out five
books. On average, there are 1.3 copies
of each title in the library. Over 3,000
books are checked out each day, with
approximately the same amount being
returned daily. The checked-out books are
posted immediately, as well as any returns
of overdue books by patrons who wish to
pay their fines.

Manual System Accounting Records
The Manual System section of this text presents
the documents, journals, and ledgers typically
used for the revenue cycle of a manual system.
Using this discussion as a guideline, present the
documents, journals, and ledgers for an expen-
diture cycle. Presume the expenditure in ques-
tion is the receipt of and payment for inventory
items. Further, presume there is a time lag
between the purchase of inventory and the pay-
ment for inventory.
a. What are the documents that will be used
by this cycle?
b. For each document stated above, is this a
source, product, or turnaround document?

¢. What are the journals that will be used
in this cycle?

d. For each journal stated, is this a general or
special journal?

e. What are the ledgers that will be used in
this cycle?

f. For each ledger stated, is this a subsidiary
or general ledger?

Backup and Recovery Procedures for
Database Files

Figure 2-30 provides a backup and recov-
ery system for files that are updated using
a destructive update approach. Now think
about a specific situation that might use this
approach. A company creates its sales order
transaction file in batches. Once a day, a sales
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clerk compiles a transaction file by entering
data from the previous day’s sales orders to
the transaction file. When these transactions
have all been entered and the transaction file
passes editing, the transaction file is used to
destructively update both the sales and the
accounts receivable master files. Each of these
master files is then backed up to a magnetic
tape. The magnetic tapes are stored (offline)
in a remote location. Now consider what
might happen if, in the middle of an update
of the sales master file, lightning hit the com-
pany’s building, resulting in a power failure
that caused the computer to corrupt both the
transaction file and the master files.

a. Which, if any, files contain noncorrupted
data (transaction file, accounts receivable
master file, sales master file, or backup
master files)?

b. Will a clerk have to reenter any data? If so,
what data will have to be reentered?

¢. What steps will the company have to take
to obtain noncorrupted master files that
contain the previous day’s sales data?

Hashing Algorithm

The systems programmer uses a hashing algo-
rithm to determine storage addresses. The hash-
ing structure is 9,997/key. The resulting number
is then used to locate the record. The first two
digits after the decimal point represent the cyl-
inder number, while the second two digits rep-
resent the surface number. The fifth, sixth, and
seventh digits after the decimal point represent
the record number. This algorithm results in a
unique address 99 percent of the time. What
happens the remainder of the time when the re-
sults of the algorithm are not unique? Explain
in detail the storage process when key value 3
is processed first, key value 2307 at a later date,
and shortly thereafter key value 39.

Update Process

Examine the diagram above, which contains
the processing order for a transaction file and
a master file for a sequential file update pro-
cess. Indicate the order in which the transac-
tions are processed. Indicate which master file

Transaction Master
File File
Records Records
Order of Order of
Processing Processing
(Key) (Key)
| 1 | Data | | 1] Data |
L6 | | [2] |
L8] | 3] |
[9] | 4] |
[10] | 5] |
[13] | Le| |
[11] | 7] |
[15] | L8] |
[17] | o] |
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Update Process
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o] ~ o o » w o)

H
o

records are updated and which are read and
written, unchanged, into the new master file.
Also illustrate the relationship between the
transaction file and the master file, that is,
T=M,T<M,and T > M, in your answer.
How would the update change if a direct
access file is used instead?
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LEARNING OBJECTIVES

After studying this chapter,
you should:

e Understand the broad issues pertain-
ing to business ethics.

® Have a basic understanding of ethical
issues related to the use of informa-
tion technology.

e Be able to distinguish between man-
agement fraud and employee fraud.

e Be familiar with common types of
fraud schemes.

e Be familiar with the key features
of SAS 78/C0S0 internal control
framework.

e Understand the objectives and appli-
cation of physical controls.

his chapter examines three closely related areas of

concern, which are specifically addressed by the

Sarbanes-Oxley Act (SOX) and important to accountants

and management. These are ethics, fraud, and internal
control. We begin the chapter by surveying ethical issues that
highlight the organization’s conflicting responsibilities to its
employees, shareholders, customers, and the general public.
Organization managers have an ethical responsibility to seek a
balance between the risks and benefits to these constituents that
result from their decisions. Management and accountants must
recognize the new implications of information technologies for
such historic issues as working conditions, the right to privacy,
and the potential for fraud. The section concludes with a review
of the code of ethics requirements that SOX mandates.

The second section is devoted to the subject of fraud and
its implications for accountants. Although the term fraud is very
familiar in today’s financial press, it is not always clear what con-
stitutes fraud. In this section, we discuss the nature and meaning
of fraud, differentiate between employee fraud and management
fraud, explain fraud-motivating forces, review some common
fraud techniques, and outline the key elements of the reform
framework that SOX legislates to remedy these problems.

The final section in the chapter examines the subject of
internal control. Both managers and accountants should be con-
cerned about the adequacy of the organization’s internal control
structure as a means of deterring fraud and preventing errors.
In this section, internal control issues are first presented on a
conceptual level. We then discuss internal control within
the context of the SAS 78/C0S0 framework recommended for SOX
compliance.
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Ethical Issues in Business

Ethical standards are derived from societal mores and deep-rooted personal beliefs about
issues of right and wrong that are not universally agreed upon. It is quite possible for two
individuals, both of whom consider themselves to be acting ethically, to be on opposite
sides of an issue. Often, we confuse ethical issues with legal issues. When the Honorable
Gentleman from the state of , who is charged with ethical misconduct, stands
before Congress and proclaims that he is “guilty of no wrongdoing,” is he really say-
ing that he did not break the law?

We have been inundated with scandals in the stock market, stories of computer crimes
and viruses, and almost obscene charges of impropriety and illegalities by corporate
executives. Using covert compensation schemes, Enron’s CFO Andy Fastow managed to
improve his personal wealth by approximately $40 million. Similarly, Dennis Kozowski
of Tyco, Richard Scrushy of HealthSouth, and Bernie Ebbers of WorldCom all became
wealthy beyond imagination while driving their companies into the ground. Indeed, dur-
ing the period from early 1999 to May 2002, the executives of 25 companies extracted
$25 billion worth of special compensation, stock options, and private loans from their
organizations while their companies’ stock plummeted 75 percent or more.'

A thorough treatment of ethics issues is impossible within this chapter section.
Instead, the objective of this section is to heighten the reader’s awareness of ethical con-
cerns relating to business, information systems, and computer technology.

Business Ethics

Ethics pertains to the principles of conduct that individuals use in making choices and
guiding their behavior in situations that involve the concepts of right and wrong. More
specifically, business ethics involves finding the answers to two questions: (1) How do
managers decide what is right in conducting their business? and (2) Once managers have
recognized what is right, how do they achieve it?

Ethical issues in business can be divided into four areas: equity, rights, honesty, and
the exercise of corporate power. Table 3-1 identifies some of the business practices and
decisions in each of these areas that have ethical implications.

Making Ethical Decisions

Business organizations have conflicting responsibilities to their employees, shareholders,
customers, and the public. Every major decision has consequences that potentially harm
or benefit these constituents. For example, implementing a new computer information
system within an organization may cause some employees to lose their jobs, while those
who remain enjoy the benefit of improved working conditions. Seeking a balance between
these consequences is the managers’ ethical responsibility. The following ethical prin-
ciples provide some guidance in the discharge of this responsibility.?

Proportionality. The benefit from a decision must outweigh the risks. Furthermore, there
must be no alternative decision that provides the same or greater benefit with less risk.

Justice. The benefits of the decision should be distributed fairly to those who share the
risks. Those who do not benefit should not carry the burden of risk.

1 Robert Prentice, Student Guide to the Sarbanes-Oxley Act, Thomson Publishing, 2005, p. 23.
2 M. McFarland, “Ethics and the Safety of Computer System,” Computer (February 1991).
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Ethical Issues in Business

Equity Executive Salaries
Comparable Worth

Product Pricing

Corporate Due Process
Employee Health Screening
Employee Privacy

Rights Sexual Harassment

Diversity

Equal Employment Opportunity
Whistleblowing

Employee and Management Conflicts of Interest
Security of Organization Data and Records
Honesty Misleading Advertising

Questionable Business Practices in Foreign Countries

Accurate Reporting of Shareholder Interests

Political Action Committees
Workplace Safety

Product Safety

Exercise of Corporate Power Environmental Issues
Divestment of Interests
Corporate Political Contributions

Downsizing and Plant Closures

Source: Adapted from: The Conference Board, “Defining Corporate Ethics,” in P. Madsen and J. Shafritz, Essentials of
Business Ethics (New York: Meridian, 1990), 18.

Minimize risk. Even if judged acceptable by the principles, the decision should be
implemented so as to minimize all of the risks and avoid any unnecessary risks.

Computer Ethics

The use of information technology in business has had a major impact on society and thus
raises significant ethical issues regarding computer crime, working conditions, privacy,
and more. Computer ethics is “the analysis of the nature and social impact of computer
technology and the corresponding formulation and justification of policies for the ethical
use of such technology. . . . [This includes] concerns about software as well as hardware
and concerns about networks connecting computers as well as computers themselves.”3
One researcher has defined three levels of computer ethics: pop, para, and theo-
retical.* Pop computer ethics is simply the exposure to stories and reports found in the

3 J. H. Moor, “What Is Computer Ethics?” Metaphilosophy 16 (1985): 266-75.
4 T.W. Bynum, “Human Values and the Computer Science Curriculum” (Working paper for the National
Conference on Computing and Values, August 1991).
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popular media regarding the good or bad ramifications of computer technology. Society
at large needs to be aware of such things as computer viruses and computer systems
designed to aid handicapped persons. Para computer ethics involves taking a real inter-
est in computer ethics cases and acquiring some level of skill and knowledge in the field.
All systems professionals need to reach this level of competency so they can do their jobs
effectively. Students of accounting information systems should also achieve this level of
ethical understanding. The third level, theoretical computer ethics, is of interest to multi-
disciplinary researchers who apply the theories of philosophy, sociology, and psychology
to computer science with the goal of bringing some new understanding to the field.

A New Problem or Just a New Twist on an Old Problem?

Some argue that all pertinent ethical issues have already been examined in some other
domain. For example, the issue of property rights has been explored and has resulted in
copyright, trade secret, and patent laws. Although computer programs are a new type
of asset, many feel that these programs should be considered no differently from other
forms of property. A fundamental question arising from such debate is whether comput-
ers present new ethical problems or just create new twists on old problems. Where the
latter is the case, we need only to understand the generic values that are at stake and the
principles that should then apply.® However, a large contingent vociferously disagrees
with the premise that computers are no different from other technology. For example,
many reject the notion of intellectual property being the same as real property. There is,
as yet, no consensus on this matter.

Several issues of concern for students of accounting information systems are dis-
cussed in the following section. This list is not exhaustive, and a full discussion of each of
the issues is beyond the scope of this chapter. Instead, the issues are briefly defined, and
several trigger questions are provided. Hopefully these questions will provoke thought
and discussion in the classroom.

Privacy

People desire to be in full control of what and how much information about themselves is
available to others, and to whom it is available. This is the issue of privacy. The creation
and maintenance of huge, shared databases make it necessary to protect people from the
potential misuse of data. This raises the issue of ownership in the personal information
industry.® Should the privacy of individuals be protected through policies and systems?
What information about oneself does the individual own? Should firms that are unrelated
to individuals buy and sell information about these individuals without their permission?

Security (Accuracy and Confidentiality)

Computer security is an attempt to avoid such undesirable events as a loss of confi-
dentiality or data integrity. Security systems attempt to prevent fraud and other misuse
of computer systems; they act to protect and further the legitimate interests of the system’s
constituencies. The ethical issues involving security arise from the emergence of shared,
computerized databases that have the potential to cause irreparable harm to individuals
by disseminating inaccurate information to authorized users, such as through incorrect

5 G. Johnson, “A Framework for Thinking about Computer Ethics,” in J. Robinette and R. Barquin (eds.),
Computers and Ethics: A Sourcebook for Discussions (Brooklyn: Polytechnic Press, 1989): 26-31.

6  W. Ware, “Contemporary Privacy Issues” (Working paper for the National Conference on Computing
and Human Values, August 1991).
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credit reporting.” There is a similar danger in disseminating accurate information to per-
sons unauthorized to receive it. However, increasing security can actually cause other
problems. For example, security can be used both to protect personal property and to
undermine freedom of access to data, which may have an injurious effect on some indi-
viduals. Which is the more important goal? Automated monitoring can be used to detect
intruders or other misuse, yet it can also be used to spy on legitimate users, thus diminish-
ing their privacy. Where is the line to be drawn? What is an appropriate use and level of
security? Which is most important: security, accuracy, or confidentiality?

Ouwnership of Property

Laws designed to preserve real property rights have been extended to cover what is
referred to as intellectual property, that is, software. The question here becomes what an
individual (or organization) can own. Ideas? Media? Source code? Object code? A related
question is whether owners and users should be constrained in their use or access. Copy-
right laws have been invoked in an attempt to protect those who develop software from
having it copied. Unquestionably, the hundreds and thousands of program development
hours should be protected from piracy. However, many believe the copyright laws can
cause more harm than good. For example, should the look and feel of a software pack-
age be granted copyright protection? Some argue that this flies in the face of the original
intent of the law. Whereas the purpose of copyrights is to promote the progress of science
and the useful arts, allowing a user interface the protection of copyright may do just the
opposite. The best interest of computer users is served when industry standards emerge;
copyright laws work against this. Part of the problem lies in the uniqueness of software,
its ease of dissemination, and the possibility of exact replication. Does software fit with
the current categories and conventions regarding ownership?

Equity in Access

Some barriers to access are intrinsic to the technology of information systems, but some
are avoidable through careful system design. Several factors, some of which are not
unique to information systems, can limit access to computing technology. The economic
status of the individual or the affluence of an organization will determine the ability to
obtain information technology. Culture also limits access, for example, where documen-
tation is prepared in only one language or is poorly translated. Safety features, or the lack
thereof, have limited access to pregnant women, for example. How can hardware and
software be designed with consideration for differences in physical and cognitive skills?
What is the cost of providing equity in access? For what groups of society should equity
in access become a priority?

Environmental Issues

Computers with high-speed printers allow for the production of printed documents faster
than ever before. It is probably easier just to print a document than to consider whether it
should be printed and how many copies really need to be made. It may be more efficient or
more comforting to have a hard copy in addition to the electronic version. However, paper
comes from trees, a precious natural resource, and ends up in landfills if not properly recycled.
Should organizations limit nonessential hard copies? Can nonessential be defined? Who can
and should define it? Should proper recycling be required? How can it be enforced?

7 K. C. Laudon, “Data Quality and Due Process in Large Interorganizational Record Systems,” Communications

of the ACM (1986): 4-11.
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Artificial Intelligence

A new set of social and ethical issues has arisen out of the popularity of expert systems.
Because of the way these systems have been marketed, that is, as decision makers or
replacements for experts, some people rely on them significantly. Therefore, both knowl-
edge engineers (those who write the programs) and domain experts (those who provide the
knowledge about the task being automated) must be concerned about their responsibility
for faulty decisions, incomplete or inaccurate knowledge bases, and the role given to com-
puters in the decision-making process.® Further, because expert systems attempt to clone
a manager’s decision-making style, an individual’s prejudices may implicitly or explicitly
be included in the knowledge base. Some of the questions that need to be explored are:
Who is responsible for the completeness and appropriateness of the knowledge base?
Who is responsible for a decision made by an expert system that causes harm when
implemented? Who owns the expertise once it is coded into a knowledge base?

Unemployment and Displacement

Many jobs have been and are being changed as a result of the availability of computer
technology. People unable or unprepared to change are displaced. Should employers be
responsible for retraining workers who are displaced as a result of the computerization of
their functions?

Misuse of Computers

Computers can be misused in many ways. Copying proprietary software, using a
company’s computer for personal benefit, and snooping through other people’s files
are just a few obvious examples.? Although copying proprietary software (except to
make a personal backup copy) is clearly illegal, it is commonly done. Why do people
feel that it is not necessary to obey this law? Are there any good arguments for trying
to change this law? What harm is done to the software developer when people make
unauthorized copies? A computer is not an item that deteriorates with use, so is there
any harm to the employer if it is used for an employee’s personal benefit? Does it mat-
ter if the computer is used during company time or outside of work hours? Is there a
difference if some profit-making activity takes place rather than, for example, using
the computer to write a personal letter? Does it make a difference if a profit-making
activity takes place during or outside of working hours? Is it okay to look through
paper files that clearly belong to someone else? Is there any difference between paper
files and computer files?

Sarbanes-Oxley Act and Ethical Issues

Public outcry surrounding ethical misconduct and fraudulent acts by executives of Enron,
Global Crossing, Tyco, Adelphia, WorldCom, and others spurred Congress into passing the
American Competitiveness and Corporate Accountability Act of 2002. This wide-sweeping
legislation, more commonly known as the Sarbanes-0Oxley Act (SOX), is the most significant
securities law since the SEC Acts of 1933 and 1934. SOX has many provisions designed
to deal with specific problems relating to capital markets, corporate governance, and the

8 R.Dejoie, G. Fowler, and D. Paradice (eds.), Ethical Issues in Information Systems (Boston: Boyd &
Fraser, 1991).

9 K. A. Forcht, “Assessing the Ethic Standards and Policies in Computer-Based Environments,” in R. Dejoie,
G. Fowler, and D. Paradice (eds.), Ethical Issues in Information Systems (Boston: Boyd & Fraser, 1991).
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auditing profession. Several of these are discussed later in the chapter. At this point, we are
concerned primarily with Section 406 of the act, which pertains to ethical issues.

Section 406—Code of Ethics for Senior Financial Officers

Section 406 of SOX requires public companies to disclose to the SEC whether they have
adopted a code of ethics that applies to the organization’s CEO, CFO, controller, or per-
sons performing similar functions. If the company has not adopted such a code, it must
explain why. A public company may disclose its code of ethics in several ways: (1) included
as an exhibit to its annual report, (2) as a posting to its website, or (3) by agreeing to pro-
vide copies of the code upon request.

Whereas Section 406 applies specifically to executive and financial officers of a
company, a company’s code of ethics should apply equally to all employees. Top man-
agement’s attitude toward ethics sets the tone for business practice, but it is also the
responsibility of lower-level managers and nonmanagers to uphold a firm’s ethical stan-
dards. Ethical violations can occur throughout an organization from the boardroom
to the receiving dock. Methods must therefore be developed for including all manage-
ment and employees in the firm’s ethics schema. The SEC has ruled that compliance with
Section 406 necessitates a written code of ethics that addresses the following ethical issues.

Conflicts of Interest. The company’s code of ethics should outline procedures for deal-
ing with actual or apparent conflicts of interest between personal and professional rela-
tionships. Note that the issue here is in dealing with conflicts of interest, not prohibiting
them. Whereas avoidance is the best policy, sometimes conflicts are unavoidable. Thus,
one’s handling and full disclosure of the matter become the ethical concern. Managers
and employees alike should be made aware of the firm’s code of ethics, be given decision
models, and participate in training programs that explore conflict of interest issues.

Full and Fair Disclosures. This provision states that the organization should provide
full, fair, accurate, timely, and understandable disclosures in the documents, reports,
and financial statements that it submits to the SEC and to the public. Overly complex and
misleading accounting techniques were used to camouflage questionable activities that lie
at the heart of many recent financial scandals. The objective of this rule is to ensure that
future disclosures are candid, open, truthful, and void of such deceptions.

Legal Compliance. Codes of ethics should require employees to follow applicable
governmental laws, rules, and regulations. As stated previously, we must not confuse
ethical issues with legal issues. Nevertheless, doing the right thing requires sensitivity to
laws, rules, regulations, and societal expectations. To accomplish this, organizations must
provide employees with training and guidance.

Internal Reporting of Code Violations. The code of ethics must provide a mechanism to
permit prompt internal reporting of ethics violations. This provision is similar in nature
to Sections 301 and 806, which were designed to encourage and protect whistleblowers.
Employee ethics hotlines are emerging as the mechanism for dealing with these related
requirements. Because SOX requires this function to be confidential, many companies are
outsourcing their employee hotline service to independent vendors.

Accountability. An effective ethics program must take appropriate action when code
violations occur. This will include various disciplinary measures, including dismissal.
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Employees must see an employee hotline as credible, or they will not use it. Section 301
directs the organization’s audit committee to establish procedures for receiving, retaining,
and treating such complaints about accounting procedures and internal control viola-
tions. Audit committees will also play an important role in the oversight of ethics enforce-
ment activities.

Fraud and Accountants

Perhaps no major aspect of the independent auditor’s role has caused more controversy
than their responsibility for detecting fraud during an audit. In recent years, the structure
of the U.S. financial reporting system has become the object of scrutiny. The SEC, the
courts, and the public, along with Congress, have focused on business failures and ques-
tionable practices by the management of corporations that engage in alleged fraud. The
question often asked is, “Where were the auditors?”

The passage of SOX has had a tremendous impact on the external auditor’s responsi-
bilities for fraud detection during a financial audit. It requires the auditor to test controls
specifically intended to prevent or detect fraud likely to result in a material misstatement
of the financial statements. The current authoritative guidelines on fraud detection are
presented in Statement on Auditing Standards (SAS) No. 99, Consideration of Fraud in a
Financial Statement Audit. The objective of SAS 99 is to seamlessly blend the auditor’s
consideration of fraud into all phases of the audit process. In addition, SAS 99 requires
the auditor to perform new steps such as a brainstorming during audit planning to assess the
potential risk of material misstatement of the financial statements from fraud schemes.

Definitions of Fraud

Although fraud is a familiar term in today’s financial press, its meaning is not always clear.
For example, in cases of bankruptcies and business failures, alleged fraud is often the result
of poor management decisions or adverse business conditions. Under such circumstances, it
becomes necessary to clearly define and understand the nature and meaning of fraud.

Fraud denotes a false representation of a material fact made by one party to another
party with the intent to deceive and induce the other party to justifiably rely on the fact to
his or her detriment. According to common law, a fraudulent act must meet the following
five conditions:

1. False representation. There must be a false statement or a nondisclosure.

2. Material fact. A fact must be a substantial factor in inducing someone to act.

3. Intent. There must be the intent to deceive or the knowledge that one’s statement is false.
4

Justifiable reliance. The misrepresentation must have been a substantial factor on
which the injured party relied.

5. Injury or loss. The deception must have caused injury or loss to the victim of the fraud.

Fraud in the business environment has a more specialized meaning. It is an inten-
tional deception, misappropriation of a company’s assets, or manipulation of its finan-
cial data to the advantage of the perpetrator. In accounting literature, fraud is also
commonly known as white-collar crime, defalcation, embezzlement, and irregulari-
ties. Auditors encounter fraud at two levels: employee fraud and management fraud.
Because each form of fraud has different implications for auditors, we need to distin-
guish between the two.
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Employee fraud, or fraud by nonmanagement employees, is generally designed to directly
convert cash or other assets to the employee’s personal benefit. Typically, the employee circum-
vents the company’s internal control system for personal gain. If a company has an effective
system of internal control, defalcations or embezzlements can usually be prevented or detected.

Employee fraud usually involves three steps: (1) stealing something of value (an
asset), (2) converting the asset to a usable form (cash), and (3) concealing the crime to
avoid detection. The third step is often the most difficult. It may be relatively easy for
a storeroom clerk to steal inventories from the employer’s warehouse, but altering the
inventory records to hide the theft is more of a challenge.

Management fraud is more insidious than employee fraud because it often escapes
detection until the organization has suffered irreparable damage or loss. Usually manage-
ment fraud does not involve the direct theft of assets. Top management may engage in
fraudulent activities to drive up the market price of the company’s stock. This may be done
to meet investor expectations or to take advantage of stock options that have been loaded
into the manager’s compensation package. The Commission on Auditors’ Responsibilities
calls this performance fraud, which often involves deceptive practices to inflate earnings or
to forestall the recognition of either insolvency or a decline in earnings. Lower-level man-
agement fraud typically involves materially misstating financial data and internal reports
to gain additional compensation, to garner a promotion, or to escape the penalty for poor
performance. Management fraud typically contains three special characteristics:'°

1. The fraud is perpetrated at levels of management above the one to which internal con-
trol structures generally relate.

2. The fraud frequently involves using the financial statements to create an illusion that
an entity is healthier and more prosperous than, in fact, it is.

3. [If the fraud involves misappropriation of assets, it frequently is shrouded in a maze of
complex business transactions, often involving related third parties.

The preceding characteristics of management fraud suggest that management can
often perpetrate irregularities by overriding an otherwise effective internal control struc-
ture that would prevent similar irregularities by lower-level employees.

Factors that Contribute to Fraud

According to one study, people engage in fraudulent activity as a result of an interaction
of forces both within an individual’s personality and the external environment. These
forces are classified into three major categories: (1) situational pressures, (2) opportuni-
ties, and (3) personal characteristics (ethics). Figure 3-1 graphically displays the interplay
of these three fraud-motivating forces.!!

Figure 3-1 suggests that a person with a high level of personal ethics and limited
pressure and opportunity to commit fraud is most likely to behave honestly. Similarly, an
individual with lower ethical standards, when placed in situations with increasing pres-
sure and given the opportunity, is most likely to commit fraud.

Whereas these factors, for the most part, fall outside of the auditors’ sphere of influence,
auditors can develop a red-flag checklist to detect possible fraudulent activity. To that end,

10 R. Grinaker, “Discussant’s Response to a Look at the Record on Auditor Detection of Management
Fraud,” Proceedings of the 1980 Touche Ross University of Kansas Symposium on Auditing Problems
(Kansas City: University of Kansas, 1980).

11 M. Romney, W. S. Albrecht, and D. J. Cherrington, “Auditors and the Detection of Fraud,” Journal of
Accountancy (May 1980).
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m Fraud-Motivating Forces

(High) Situational Pressures (Low)

(High) Opportunities (Low)

(Low) Personal Characteristics (Ethics) (High)

Fraud No Fraud

Source: Adapted from W. S. Albrecht and M. B. Romney, “Auditing Implications Derived from a Review of Cases and
Articles Relating to Fraud,” Proceedings of the 1980 Touche Ross University of Kansas Symposium on Auditing Problems

(Kansas City: University of Kansas, 1980).

a questionnaire approach could be used to help external auditors uncover motivations for
committing fraud. Some of the larger public accounting firms have developed checklists to help
uncover fraudulent activity during an audit. Questions for such a checklist might include:'?

e Do key executives have unusually high personal debt?

e Do key executives appear to be living beyond their means?

* Do key executives engage in habitual gambling?

* Do key executives appear to abuse alcohol or drugs?

* Do any of the key executives appear to lack personal codes of ethics?

*  Are economic conditions unfavorable within the company’s industry?

* Does the company use several different banks, none of which sees the company’s
entire financial picture?

* Do any key executives have close associations with suppliers?

e Is the company experiencing a rapid turnover of key employees, either through resig-
nation or termination?

* Do one or two individuals dominate the company?

12 Ibid.
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A review of some of these questions suggests that the contemporary auditor may use
special investigative agencies to run a complete but confidential background check on the
key managers of existing and prospective client firms.

Financial Losses from Fraud

A research study conducted by the Association of Certified Fraud Examiners (ACFE) in
2004 estimates losses from fraud and abuse to be 6 percent of annual revenues. This
translates to approximately $660 billion. The actual cost of fraud is difficult to quan-
tify for a number of reasons: (1) not all fraud is detected; (2) of that detected, not all is
reported; (3) in many fraud cases, incomplete information is gathered; (4) information is
not properly distributed to management or law enforcement authorities; and (5) too often,
business organizations decide to take no civil or criminal action against the perpetrator(s)
of fraud. In addition to the direct economic loss to the organization, indirect costs includ-
ing reduced productivity, the cost of legal action, increased unemployment, and business
disruption due to investigation of the fraud need to be considered.

Of the 508 cases examined in the ACFE study, more than half cost their victim
organizations at least $100,000, and 15 percent caused losses of $1 million or more. The
distribution of dollar losses is presented in Table 3-2.

The Perpetrators of Frauds

The ACFE study examined a number of factors that characterized the perpetrators of the
frauds, including position within the organization, collusion with others, gender, age, and
education. The median financial loss was calculated for each factor. The results of the
study are summarized in Tables 3-3 through 3-7.

Fraud Losses by Position within the Organization

Table 3-3 shows that 68 percent of the reported fraud cases were committed by non-
managerial employees, 34 percent by managers, and 12 percent by executives or owners.
Although the number of reported fraud incidents perpetrated by employees is twice that
of managers and five times that of executives, the average losses per category are
inversely related.

AB Distribution of Losses

Amount of Loss Percent of Frauds

$1-$999 1.4

$1,000-$9,999 12.3

$10,000-$49,999 22.8

$50,000-$99,999 12.9

$100,000-$499,999 29.2

$500,000-$999,999 6.8

$1,000,000 and up 14.6
Source: Adapted from The Conference Board, “Defining Corporate Ethics,” in P. Madsen and
J. Shafritz, Essentials of Business Ethics (New York: Meridian, 1990), 18.
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AB Losses from Fraud by Position
Position Percent of Frauds* Loss
Owner/Executive 12 $900,000
Manager 34 140,000
Employee 68 62,000
*The sum of the percentages exceeds 100 because some of the reported frauds involved multiple
perpetrators from more than one category.

AB Losses from Fraud by Collusion
Perpetrators Loss
Two or more (34.9%) $200,000
One (65.1%) 58,500

AB Losses from Fraud by Gender
Gender Loss
Male $160,000
Female 60,000

AB 6 Losses from Fraud by Age
Age Range Loss
<25 $ 18,000
26-30 25,000
31-35 75,000
36-40 80,000
41-50 173,000
51-60 250,000
>60 527,000
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\: Losses from Fraud by Educational Level

Education Level Loss

High school $ 50,000
College 150,000
Post graduate 325,000

Fraud Losses and the Collusion Effect

Collusion among employees in the commission of a fraud is difficult to both pre-
vent and detect. This is particularly true when the collusion is between managers
and their subordinate employees. Management plays a key role in the internal con-
trol structure of an organization. They are relied upon to prevent and detect fraud
among their subordinates. When they participate in fraud with the employees over
whom they are supposed to provide oversight, the organization’s control structure
is weakened, or completely circumvented, and the company becomes more vulner-
able to losses.

Table 3-4 compares the median losses from frauds that single individuals commit
(regardless of position) and frauds involving collusion. This includes both internal collu-
sion and schemes in which an employee or manager colludes with an outsider such as a
vendor or a customer. Although fraud that a single perpertrator committed is far more
common (65 percent of cases), the median loss from collusion is $200,000 as compared
to $58,000 for frauds that an individual working alone perpetrated.

Fraud Losses by Gender

Table 3-5 shows that the median loss per case caused by males ($160,000) was almost
three times that caused by females ($60,000).

Fraud Losses by Age

Table 3-6 indicates that perpetrators 25 years of age or younger caused median losses of
about $18,000, while employees 60 and older perpetrated frauds that were on average
29 times larger—$527,000.

Fraud Losses by Education

Table 3-7 shows the median loss from frauds relative to the perpetrator’s education level.
Frauds committed by high school graduates averaged only $50,000, whereas those with
bachelor’s degrees averaged $150,000. Perpetrators with advanced degrees were respon-
sible for frauds with a median loss of $325,000.

Conclusions to Be Drawn

Unless we intend to eliminate all managers and male employees over the age of 25 who
have received degrees in higher education, the fraud classification scheme appears on the
surface to provide little in the way of antifraud decision-making criteria. Upon closer
examination, however, a common thread appears. Notwithstanding the importance of
personal ethics and situational pressures, opportunity is the factor that most engenders
fraud. Opportunity can be defined as control over assets or access to assets. Indeed, con-
trol and access are essential elements of opportunity. The financial loss differences associ-
ated with the previous classifications are explained by the opportunity factor.
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e Gender. Whereas the demographic picture is changing, more men than women occupy posi-
tions of authority in business organizations, which provide them greater access to assets.

e Position. Those in the highest positions have the greatest access to company funds
and assets.

e Age. Older employees tend to occupy higher-ranking positions and therefore generally
have greater access to company assets.

e Education. Generally, those with more education occupy higher positions in their
organizations and therefore have greater access to company funds and other assets.

e Collusion. One reason for segregating occupational duties is to deny potential perpetrators
the opportunity they need to commit fraud. When individuals in critical positions collude,
they create opportunities to control or gain access to assets that otherwise would not exist.

Fraud Schemes

Fraud schemes can be classified in a number of different ways. For purposes of discus-
sion, this section presents the ACFE classification format. Three broad categories of fraud
schemes are defined: fraudulent statements, corruption, and asset misappropriation.'3

Fraudulent Statements

Fraudulent statements are associated with management fraud. Whereas all fraud involves
some form of financial misstatement, to meet the definition under this class of fraud scheme
the statement itself must bring direct or indirect financial benefit to the perpetrator. In other
words, the statement is not simply a vehicle for obscuring or covering a fraudulent act. For
example, misstating the cash account balance to cover the theft of cash is not financial state-
ment fraud. On the other hand, understating liabilities to present a more favorable financial
picture of the organization to drive up stock prices does fall under this classification.

Table 3-8 shows that whereas fraudulent statements account for only 8 percent of the
fraud cases covered in the ACFE fraud study, the median loss due to this type of fraud
scheme is significantly higher than losses from corruption and asset misappropriation.

Appalling as this type of fraud loss appears on paper, these numbers fail to reflect the
human suffering that parallels them in the real world. How does one measure the impact
on stockholders as they watch their life savings and retirement funds evaporate after news
of the fraud breaks? The underlying problems that permit and aid these frauds are found
in the boardroom, not the mail room. In this section, we examine some prominent corpo-
rate governance failures and the legislation to remedy them.

AB 8 Losses from Fraud by Scheme Type
Scheme Type Percent of Frauds* Loss
Fraudulent statements 8 $1,000,000
Corruption 30 250,000
Asset misappropriation 92 93,000
*The sum of the percentages exceeds 100 because some of the reported frauds in the ACFE study
involved more than one type of fraud scheme.

13 Report to the Nation: Occupational Fraud and Abuse. (Association of Fraud Examiners, 2004): 31-34.
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The Underlying Problems. The series of events symbolized by the Enron, WorldCom,
and Adelphia debacles caused many to question whether our existing federal securities
laws were adequate to ensure full and fair financial disclosures by public companies. The
following underlying problems are at the root of this concern.

1.

(O8]

Lack of Auditor Independence. Auditing firms that are also engaged by their clients to
perform nonaccounting activities such as actuarial services, internal audit outsourc-
ing services, and consulting lack independence. The firms are essentially auditing their
own work. The risk is that as auditors they will not bring to management’s atten-
tion detected problems that may adversely affect their consulting fees. For example,
Enron’s auditors—Arthur Andersen—were also their internal auditors and their
management consultants.

Lack of Director Independence. Many boards of directors are composed of indi-
viduals who are not independent. Examples of lack of independence are directors
who have a personal relationship by serving on the boards of other directors’ com-
panies; have a business trading relationship as key customers or suppliers of the
company; have a financial relationship as primary stockholders or have received
personal loans from the company; or have an operational relationship as employees
of the company.

A notorious example of corporate inbreeding is Adelphia Communications, a
telecommunications company. Founded in 1952, it went public in 1986 and grew rap-
idly through a series of acquisitions. It became the sixth largest cable provider in the
United States before an accounting scandal came to light. The founding family (John
Rigas, CEO and chairman of the board; Timothy Rigas, CFO, CAO, and chairman of
the audit committee; Michael Rigas, VP for operation; and J.P. Rigas, VP for strategic
planning) perpetrated the fraud. Between 1998 and May 2002, the Rigas family suc-
cessfully disguised transactions, distorted the company’s financial picture, and engaged
in embezzlement that resulted in a loss of more than $60 billion to shareholders.

Whereas it is neither practical nor wise to establish a board of directors that
is totally void of self-interest, popular wisdom suggests that a healthier board of
directors is one in which the majority of directors are independent outsiders with the
integrity and the qualifications to understand the company and objectively plan its course.

Questionable Executive Compensation Schemes. A Thomson Financial survey revealed
the strong belief that executives have abused stock-based compensation.'* The consen-
sus is that fewer stock options should be offered than currently is the practice. Exces-
sive use of short-term stock options to compensate directors and executives may result
in short-term thinking and strategies aimed at driving up stock prices at the expense of
the firm’s long-term health. In extreme cases, financial statement misrepresentation has
been the vehicle to achieve the stock price needed to exercise the option.

As a case in point, Enron’s management was a firm believer in the use of stock
options. Nearly every employee had some type of arrangement where they could
purchase shares at a discount or were granted options based on future share prices.
At Enron’s headquarters in Houston, televisions were installed in the elevators so
employees could track Enron’s (and their own portfolio’s) success. Before the firm’s
collapse, Enron executives added millions of dollars to their personal fortunes by
exercising stock options.

14

Howard Stock, “Institutions Prize Good Governance: Once Bitten, Twice Shy, Investors Seek Oversight
and Transparency,” Investor Relations Business (New York: November 4, 2002).
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4. Inappropriate Accounting Practices. The use of inappropriate accounting techniques
is a characteristic common to many financial statement fraud schemes. Enron made
elaborate use of special-purpose entities (SPEs) to hide liabilities through off-balance-
sheet accounting. SPEs are legal, but their application in this case was clearly intended
to deceive the market. Enron also employed income-inflating techniques. For exam-
ple, when the company sold a contract to provide natural gas for a period of two
years, they would recognize all the future revenue in the period when the contract
was sold.

WorldCom was another culprit of the improper accounting practices. In April
2001, WorldCom management decided to transfer transmission line costs from cur-
rent expense accounts to capital accounts. This allowed them to defer some operat-
ing expenses and report higher earnings. Also, through acquisitions, they seized the
opportunity to raise earnings. WorldCom reduced the book value of hard assets of MCI
by $3.4 billion and increased goodwill by the same amount. Had the assets been left at
book value, they would have been charged against earnings over four years. Goodwill,
on the other hand, was amortized over a much longer period. In June 2002, the com-
pany declared a $3.8 billion overstatement of profits because of falsely recorded expenses
over the previous five quarters. The size of this fraud increased to $9 billion over the
following months as additional evidence of improper accounting came to light.

Sarbanes-0Oxley Act and Fraud. To address plummeting institutional and individual
investor confidence triggered in part by business failures and accounting restatements,
Congress enacted SOX into law in July 2002. This landmark legislation was written to
deal with problems related to capital markets, corporate governance, and the auditing
profession and has fundamentally changed the way public companies do business and
how the accounting profession performs its attest function. Some SOX rules became
effective almost immediately, and others were phased in over time. In the short time since
it was enacted, however, SOX is now largely implemented.

The act establishes a framework to modernize and reform the oversight and regu-
lation of public company auditing. Its principal reforms pertain to (1) the creation of
an accounting oversight board, (2) auditor independence, (3) corporate governance and
responsibility, (4) disclosure requirements, and (5) penalties for fraud and other viola-
tions. These provisions are discussed in the following section.

1. Accounting Oversight Board. SOX created a Public Company Accounting Oversight
Board (PCAOB). The PCAOB is empowered to set auditing, quality control, and ethics
standards; to inspect registered accounting firms; to conduct investigations; and to
take disciplinary actions.

2. Auditor Independence. The act addresses auditor independence by creating more
separation between a firm’s attestation and nonauditing activities. This is intended
to specify categories of services that a public accounting firm cannot perform for its
client. These include the following nine functions:

a) Bookkeeping or other services related to the accounting records or financial statements
b) Financial information systems design and implementation
¢) Appraisal or valuation services, fairness opinions, or contribution-in-kind reports

(

(

(

(d) Actuarial services

(e) Internal audit outsourcing services
(

f) Management functions or human resources
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(g) Broker or dealer, investment adviser, or investment banking services
(h) Legal services and expert services unrelated to the audit
(1) Any other service that the PCAOB determines is impermissible

Whereas SOX prohibits auditors from providing the above services to their audit
clients, they are not prohibited from performing such services for nonaudit clients or
privately held companies.

3. Corporate Governance and Responsibility. The act requires all audit committee
members to be independent and requires the audit committee to hire and oversee
the external auditors. This provision is consistent with many investors who consider
the board composition to be a critical investment factor. For example, a Thomson
Financial survey revealed that most institutional investors want corporate boards to
be composed of at least 75 percent independent directors.!

Two other significant provisions of the act relating to corporate governance are:
(1) public companies are prohibited from making loans to executive officers and
directors and (2) the act requires attorneys to report evidence of a material violation
of securities laws or breaches of fiduciary duty to the CEO, CFO, or the PCAOB.

4. Issuer and Management Disclosure. SOX imposes new corporate disclosure require-
ments, including:

(a) Public companies must report all off-balance-sheet transactions.

(b) Annual reports filed with the SEC must include a statement by management
asserting that it is responsible for creating and maintaining adequate internal con-
trols and asserting to the effectiveness of those controls.

(c) Officers must certify that the company’s accounts “fairly present” the firm’s
financial condition and results of operations.

(d) Knowingly filing a false certification is a criminal offense.

5. Fraud and Criminal Penalties. SOX imposes a range of new criminal penalties for
fraud and other wrongful acts. In particular, the act creates new federal crimes
relating to the destruction of documents or audit work papers, securities fraud,
tampering with documents to be used in an official proceeding, and actions against
whistleblowers.

Corruption

Corruption involves an executive, manager, or employee of the organization in collusion
with an outsider. The ACFE study identifies four principal types of corruption: bribery,
illegal gratuities, conflicts of interest, and economic extortion. Corruption accounts for
about 10 percent of occupational fraud cases.

Bribery. Bribery involves giving, offering, soliciting, or receiving things of value to influ-
ence an official in the performance of his or her lawful duties. Officials may be employed
by government (or regulatory) agencies or by private organizations. Bribery defrauds the
entity (business organization or government agency) of the right to honest and loyal ser-
vices from those employed by it. For example, the manager of a meat-packing company
offers a U.S. health inspector a cash payment. In return, the inspector suppresses his
report of health violations discovered during a routine inspection of the meat-packing facil-
ities. In this situation, the victims are those who rely on the inspector’s honest reporting.

15 Ibid.



Part I Overview of Accounting Information Systems

The loss is salary paid to the inspector for work not performed and any damages that
result from failure to perform.

Illegal Gratuities. An illegal gratuity involves giving, receiving, offering, or soliciting
something of value because of an official act that has been taken. This is similar to a
bribe, but the transaction occurs after the fact. For example, the plant manager in a large
corporation uses his influence to ensure that a request for proposals is written in such a
way that only one contractor will be able to submit a satisfactory bid. As a result, the
favored contractor’s proposal is accepted at a noncompetitive price. In return, the con-
tractor secretly makes a financial payment to the plant manager. The victims in this case
are those who expect a competitive procurement process. The loss is the excess costs the
company incurs because of the noncompetitive pricing of the construction.

Conflicts of Interest. Every employer should expect that his or her employees will con-
duct their duties in a way that serves the interests of the employer. A conflict of interest
occurs when an employee acts on behalf of a third party during the discharge of his or
her duties or has self-interest in the activity being performed. When the employee’s con-
flict of interest is unknown to the employer and results in financial loss, then fraud has
occurred. The preceding examples of bribery and illegal gratuities also constitute conflicts
of interest. This type of fraud can exist, however, when bribery and illegal payments are
not present, but the employee has an interest in the outcome of the economic event. For
example, a purchasing agent for a building contractor is also part owner in a plumbing
supply company. The agent has sole discretion in selecting vendors for the plumbing sup-
plies needed for buildings under contract. The agent directs a disproportionate number of
purchase orders to his company, which charges above-market prices for its products. The
agent’s financial interest in the supplier is unknown to his employer.

Economic Extortion. Economic extortion is the use (or threat) of force (including eco-
nomic sanctions) by an individual or organization to obtain something of value. The item
of value could be a financial or economic asset, information, or cooperation to obtain a
favorable decision on some matter under review. For example, a contract procurement
agent for a state government threatens to blacklist a highway contractor if he does not
make a financial payment to the agent. If the contractor fails to cooperate, the blacklist-
ing will effectively eliminate him from consideration for future work. Faced with a threat
of economic loss, the contractor makes the payment.

Asset Misappropriation

The most common form of fraud scheme involves some type of asset misappropriation.
Ninety-two percent of the frauds included in the ACFE study fall in this category. Assets
can be misappropriated either directly or indirectly for the perpetrator’s benefit. Certain
assets are more susceptible than others to misappropriation. Transactions involving cash,
checking accounts, inventory, supplies, equipment, and information are the most vulner-
able to abuse. Examples of fraud schemes involving asset misappropriation are described
in the following sections.

Charges to Expense Accounts. The theft of an asset creates an imbalance in the basic
accounting equation (assets = equities), which the criminal must adjust if the theft is to
go undetected. The most common way to conceal the imbalance is to charge the asset
to an expense account and reduce equity by the same amount. For example, the theft of
$20,000 cash could be charged to a miscellaneous operating expense account. The loss of
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the cash reduces the firm’s assets by $20,000. To offset this, equity is reduced by $20,000
when the miscellaneous expense account is closed to retained earnings, thus keeping the
accounting equation in balance. This technique has the advantage of limiting the crimi-
nal’s exposure to one period. When the expense account is closed to retained earnings, its
balance is reset to zero to begin the new period.

Lapping. Lapping involves the use of customer checks, received in payment of their
accounts, to conceal cash previously stolen by an employee. For example, the employee
first steals and cashes Customer A’s check for $500. To conceal the accounting imbalance
caused by the loss of the asset, Customer A’s account is not credited. Later (the next bill-
ing period), the employee uses a $500 check received from Customer B and applies this
to Customer A’s account. Funds received in the next period from Customer C are then
applied to the account of Customer B, and so on.

Employees involved in this sort of fraud often rationalize that they are simply
borrowing the cash and plan to repay it at some future date. This kind of accounting
cover-up must continue indefinitely or until the employee returns the funds. Lapping is
usually detected when the employee leaves the organization or becomes sick and must
take time off work. Unless the fraud is perpetuated, the last customer to have funds
diverted from his or her account will be billed again, and the lapping technique will be
detected. Employers can deter lapping by periodically rotating employees into different
jobs and forcing them to take scheduled vacations.

Transaction Fraud. Transaction fraud involves deleting, altering, or adding false transac-
tions to divert assets to the perpetrator. This technique may be used to ship inventories
to the perpetrator in response to a fraudulent sales transaction or to disburse cash in pay-
ment of a false liability.

A common type of transaction fraud involves the distribution of fraudulent paychecks
to nonexistent employees. For example, a supervisor keeps an employee who has left the
organization on the payroll. Each week, the supervisor continues to submit time cards to
the payroll department just as if the employee were still working. The fraud works best in
organizations where the supervisor is responsible for distributing paychecks to employ-
ees. The supervisor may then forge the former employee’s signature on the check and
cash it. Although the organization has lost cash, the fraud can go undetected because the
credit to the cash account is offset by a debit to payroll expense.

Computer Fraud Schemes. Because computers lie at the heart of most organizations’
accounting information systems today, the topic of computer fraud is of special impor-
tance to auditors. Whereas the objectives of the fraud are the same—misappropriation of
assets—the techniques used to commit computer fraud vary greatly.

No one knows the true extent of business losses each year due to computer fraud, but
estimates reaching $100 billion per year give some indication of the problem’s magnitude.
One reason for uncertainty in loss estimates is that computer fraud is not well defined.
For example, we saw in the ethics section of this chapter that some people do not view
copying commercial computer software to be unethical. On the other side of this issue,
software vendors consider this a criminal act. Regardless of how narrowly or broadly
computer fraud is defined, most agree that it is a rapidly growing phenomenon.

For our purposes, computer fraud includes:

e The theft, misuse, or misappropriation of assets by altering computer-readable records
and files.
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e The theft, misuse, or misappropriation of assets by altering the logic of computer

software.

e The theft or illegal use of computer-readable information.

e  The theft, corruption, illegal copying, or intentional destruction of computer

software.

e The theft, misuse, or misappropriation of computer hardware.

The general model for accounting information systems shown in Figure 3-2 conceptually
portrays the key stages of an information system. Each stage in the model—data collection,
data processing, database management, and information generation—is a potential area
of risk for certain types of computer fraud.

Data Collection. Data collection is the first operational stage in the information sys-
tem. The objective is to ensure that event data entering the system are valid, complete,
and free from material errors. In many respects, this is the most important stage in the
system. Should transaction errors pass through data collection undetected, the organi-
zation runs the risk that the system will process the errors and generate erroneous and
unreliable output. This, in turn, could lead to incorrect actions and poor decisions by

the users.
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Two rules govern the design of data collection procedures: relevance and efficiency.
The information system should capture only relevant data. A fundamental task of the
system designer is to determine what is and what is not relevant. He or she does so
by analyzing the user’s needs. Only data that ultimately contribute to information are
relevant. The data collection stage should be designed to filter irrelevant facts from the
system.

Efficient data collection procedures are designed to collect data only once. These data
can then be made available to multiple users. Capturing the same data more than once
leads to data redundancy and inconsistency. Information systems have limited collection,
processing, and data storage capacity. Data redundancy overloads facilities and reduces
the overall efficiency of the system. Inconsistency among data elements can result in inap-
propriate actions and bad decisions.

The simplest way to perpetrate a computer fraud is at the data collection or data
entry stage. This is the computer equivalent of the transaction fraud discussed previously.
Frauds of this type require little or no computer skills. The perpetrator need only under-
stand how the system works to enter data that it will process. The fraudulent act involves
falsifying data as it enters the system. This can be to delete, alter, or add a transaction.
For example, to commit payroll fraud, the perpetrator may insert a fraudulent payroll
transaction along with other legitimate transactions. Unless internal controls detect the
insertion, the system will generate an additional paycheck for the perpetrator. A varia-
tion on this type of fraud is to change the Hours Worked field in an otherwise legitimate
payroll transaction to increase the amount of the paycheck.

Still another variant on this fraud is to disburse cash in payment of a false account
payable. By entering fraudulent supporting documents (purchase order, receiving report,
and supplier invoice) into the data collection stage of the accounts payable system, a per-
petrator can fool the system into creating an accounts payable record for a nonexistent
purchase. Once the record is created, the system will presume it is legitimate and, on the
due date, will disperse funds to the perpetrator in payment of a bogus liability.

Networked systems expose organizations to transaction frauds from remote loca-
tions. Masquerading, piggybacking, and hacking are examples of such fraud techniques.
Masquerading involves a perpetrator gaining access to the system from a remote site by
pretending to be an authorized user. This usually requires first gaining authorized access
to a password. Piggybacking is a technique in which the perpetrator at a remote site taps
in to the telecommunications lines and latches on to an authorized user who is logging
in to the system. Once in the system, the perpetrator can masquerade as the authorized
user. Hacking may involve piggybacking or masquerading techniques. Hackers are distin-
guished from other computer criminals because their motives are not usually to defraud
for financial gain. They are motivated primarily by the challenge of breaking in to the
system rather than the theft of assets. Nevertheless, hackers have caused extensive dam-
age and loss to organizations. Many believe that the line between hackers and the more
classic computer criminals is thin.

Data Processing. Once collected, data usually require processing to produce informa-
tion. Tasks in the data processing stage range from simple to complex. Examples include
mathematical algorithms (such as linear programming models) used for production sched-
uling applications, statistical techniques for sales forecasting, and posting and summariz-
ing procedures used for accounting applications.

Data processing frauds fall into two classes: program fraud and operations fraud.
Program fraud includes the following techniques: (1) creating illegal programs that can
access data files to alter, delete, or insert values into accounting records; (2) destroying
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or corrupting a program’s logic using a computer virus; or (3) altering program logic
to cause the application to process data incorrectly. For example, the program a bank
uses to calculate interest on its customers’ accounts will produce rounding errors. This
happens because the precision of the interest calculation is greater than the reporting
precision. Therefore, interest figures that are calculated to a fraction of one cent must
be rounded to whole numbers for reporting purposes. A complex routine in the interest-
calculation program keeps track of the rounding errors so that the total interest charge to
the bank equals the sum of the individual credits. This involves temporarily holding the
fractional amounts left over from each calculation in an internal memory accumulator.
When the amount in the accumulator totals one cent (plus or minus), the penny is added to
the customer’s account that is being processed. In other words, one cent is added to (or
deleted from) customer accounts randomly. A type of program fraud called the salami fraud
involves modifying 